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• This tutorial comprises the following topics:
• Introduction to Information Extraction
• ANNIE – GATE’s IE tool
• Other tools for IE
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Named Entity Recognition:
the cornerstone of  IE

• Traditionally, NER is the identification of proper names 
in texts, and their classification into a set of predefined 
categories of interest

• Person
• Organisation (companies, government organisations, 

committees, etc)
• Location (cities, countries, rivers, etc)
• Date and time expressions
Various other types are frequently added, as appropriate 
to the application, e.g. newspapers, ships, monetary 
amounts, percentages.
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Why is NE important?

• NE provides a foundation from which to build more 
complex IE systems:
• Relations between NEs can provide tracking, 

ontological information and scenario building
• Tracking (co-reference): “Dr Smith”, “John Smith”, 

“John”, “he”
• Ontologies: “Athens, Georgia” vs “Athens, Greece”
• Opinion mining: find what the opinions are about
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Typical NE pipeline

• Pre-processing (tokenisation, sentence splitting, 
morphological analysis, POS tagging)

• Entity finding (gazetteer lookup, NE grammars)
• Co-reference (alias finding, orthographic co-

reference etc.)
• Export to database / XML / ontology
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Example of  IE

John  lives in London  .  He works there for  Polar Bear Design  .
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Basic NE Recognition

John  lives in London  .  He works there for  Polar Bear Design  .

PER LOC ORG
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same_as

John  lives in London  .  He works there for  Polar Bear Design  .

Co-reference

PER LOC ORG
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations

PER LOC ORG

live_in
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (2)

PER LOC ORG

employee_of
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (3)

PER LOC ORG

based_in



University of Sheffield NLPUniversity of Sheffield NLP

ANNIE: A Nearly New 
Information Extraction 

system
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Nearly New Information 
Extraction

• ANNIE is a ready made collection of PRs that performs IE on 
unstructured text.

• ANNIE is “nearly new” because
• It was based on an existing IE system, LaSIE
• We rebuilt LaSIE because we decided that people are 

better than dogs at IE
• Being 17 years old, it's not really new any more
• The person who named it (not me) didn’t really think it 

through (probably had too many beers…)
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What's in ANNIE?

• The ANNIE application contains a set of core PRs:
• Tokeniser
• Sentence Splitter
• POS tagger
• Gazetteers
• Named entity tagger (JAPE transducer)
• Orthomatcher (orthographic coreference)

• There are also other useful PRs, which are not used in the default 
application, but can be added if necessary (chunkers, parsers etc.)
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Core ANNIE components
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Loading and running ANNIE

• Let’s look again at the documents we annotated earlier with 
ANNIE

• Clicking on the annotations (right hand pane) in the default set, 
you should see a mixture of Named Entity annotations (Person, 
Location etc) and some other linguistic annotations (Token, 
Sentence etc.)

• Let’s see what each component in ANNIE does
• Which components generate which annotations?
• Have a guess!
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Let's look at the PRs

• Each PR in the ANNIE pipeline creates some new 
annotations, or modifies existing ones
• Document Reset → removes annotations
• Tokeniser → Token annotations
• Gazetteer → Lookup annotations
• Sentence Splitter → Sentence, Split annotations
• POS tagger → adds category features to Token 

annotations
• NE transducer → Date, Person, Location, Organisation, 

Money, Percent annotations
• Orthomatcher → adds match features to NE annotations
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Document Reset

• This PR should go at the beginning of (almost) every 
application you create

• It removes annotations created previously, to prevent 
duplication if you run an application more than once

• It does not remove the Original Markups set, by default
• You can configure it to keep any other annotation sets 

you want, or to remove particular annotation types only
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Document Reset Parameters

Keep Key set

Keep Original 
Markups set

Specify any
specific 
annotations to 
remove. By 
default, remove all.
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Tokenisation and 
sentence splitting
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Tokenisation

• Tokenisation chops text into tokens (usually words, numbers 
and symbols

• Typically separated (in English) by white space, but not 
always 

• Tokens usually have features denoting things like 
orthography, kind (word/number/symbol) and maybe also 
things like part-of-speech or normalised versions (e.g. with 
misspellings or abbreviations)

• It’s generally quite an easy task, but different tools generate 
tokens differently
• should 20-02-16 be a single token?
• What about it’s?
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ANNIE Tokeniser

• Tokenisation based on Unicode classes
• Declarative token specification language
• Produces Token and SpaceToken annotations with 

features orthography and kind
• length and string features are also produced
• Rule for a lowercase word with initial uppercase 

letter:

"UPPERCASE_LETTER" LOWERCASE_LETTER"* >
Token; orthography=upperInitial; kind=word
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23

Document with Tokens
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ANNIE English Tokeniser

• The English Tokeniser is a slightly enhanced version of the 
Unicode tokeniser

• It comprises an additional JAPE transducer which adapts the 
generic tokeniser output for the POS tagger requirements

• It converts constructs involving apostrophes into more 
sensible combinations

• don’t  →  do + n't
• you've → you + 've
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Looking at Tokens

• Remove ANNIE (right click on the name of the application  
(ANNIE) in the left hand pane -> Close recursively)

• Create a new application (corpus pipeline)
• Load a Document Reset and an ANNIE English Tokeniser
• Add them (in that order) to the application and run on the 

corpus
• View the Token and SpaceToken annotations
• What different values of the “kind” feature do you see?



University of Sheffield NLPUniversity of Sheffield NLP

Sentence Splitting

• Sentence splitting chops text up into sentences
• Does certain punctuation (such as full stops, exclamation 

marks and question marks) denote the end of a sentence or 
something else?

• What else might it denote?
• Usual way to resolve this is to use lists of known abbreviations 

etc. and heuristics for the rest
• But what about tabbed numbers (1.) and quotations?
• What about multi-line addresses?
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ANNIE Sentence Splitter

• The default splitter finds sentences based on Tokens
• Creates Sentence annotations and Split annotations on the 

sentence delimiters
• Uses a gazetteer of abbreviations etc. and a set of JAPE 

grammars which find sentence delimiters and then annotate 
sentences and splits

• Load an ANNIE Sentence Splitter PR and add it to your 
application (at the end)

• Run the application and view the results
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28

Document with Sentences
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Shallow lexico-syntactic 
features
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POS tagging

• Part-of-speech (POS) tagging is concerned with tagging 
words with their part of speech, e.g. noun, verb, adjective

• These basic linguistic categories are typically divided into 
quite fine-grained tags, distinguishing between e.g. singular 
and plural nouns, and different tenses of verbs.

• For languages other than English, gender may also be 
included in the tag.

• The set of possible tags used is critical and varies between 
different tools, making interoperability between different 
systems tricky.
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POS tagsets

• Different tools use different sets of tags, usually depending 
on how the tools were trained

• Some have more fine-grained sets of features than others

• One very commonly used tagset for English is the Penn 
Treebank (PTB) – used in ANNIE

• Other popular sets include those derived from the Brown 
corpus and the LOB (Lancaster-Oslo/Bergen) Corpus



University of Sheffield NLPUniversity of Sheffield NLP

How POS tagging works

• The POS tag is determined by taking into account not just the 
word itself, but also the context in which it appears. 

• This is because many words are ambiguous, and reference 
to a lexicon is insufficient to resolve this. 

• Love could be a noun or verb depending on the context 

• I love fish

• Love is all you need

• Approaches typically use machine learning, because it is 
quite difficult to describe all the rules needed for determining 
the correct tag given a context
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ANNIE POS tagger

• ANNIE POS tagger is a Java implementation of Brill's 
transformation based tagger

• Trained on Wall Street Journal, uses Penn Treebank tagset

• Default ruleset and lexicon can be modified manually (with a 
little deciphering)

• Adds category feature to Token annotations

• Requires Tokeniser and Sentence Splitter to be run first



University of Sheffield NLPUniversity of Sheffield NLP

Morphological analysis

• Morphological analysis involves the identification and 
classification of the linguistic units of a word

• Typically breaks the word down into its root form and an 
affix

• e.g. walked = walk (root) + -ed (affix)

• For English, typically applied to verbs and nouns and 
involve suffixes, but other languages use affixes and 
infixes
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Inflectional and derivational 
morphology

• Inflectional variants involve mood, tense, plurals etc. 

• run -> ran

• dog -> dogs

• Derivational variants involve a change of syntactic category 
(part of speech)

• work -> worker

• loud -> loudness

• Morphological analysers for English typically only deal with 
inflectional morphology, and are often rule-based
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GATE morphological analyser

• Not an integral part of ANNIE, but can be found in the 
Tools plugin as an “added extra”

• Flex based rules: can be modified by the user 
(instructions in the User Guide)

• Generates root feature on Token annotations

• Requires Tokeniser to be run first

• Requires POS tagger to be run first if the 
considerPOSTag parameter is set to true
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Running the Morphological Analyser

• Add an ANNIE POS Tagger to your app
• Add a GATE Morphological Analyser after the POS 

Tagger
• If this PR is not available, load the Tools plugin first
• Re-run your application
• Examine the features of the Token annotations
• New features of category and root have been added
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Gazetteers
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Gazetteers

• Gazetteers are plain text files containing lists of names 
(e.g rivers, cities, people) used to help with many NLP 
tasks such as NER

• Each gazetteer has an index file listing all the lists, plus 
features of each list (majorType, minorType, and 
language)

• Lists can be modified either internally using the Gazetteer 
Editor, or externally in your favourite editor

• Gazetteers generate by default Lookup annotations with 
relevant features corresponding to the list matched

• Note that the name of the annotation produced for each 
list can be changed from Lookup (option in the index file)
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Running the ANNIE Gazetteer

• Various different kinds of gazetteer are available: we'll 
look at the default ANNIE gazetteer

• Add the ANNIE Gazetteer PR to the end of your pipeline
• Re-run the pipeline
• Look for “Lookup” annotations and examine their features
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ANNIE gazetteer - contents

• Double click on the ANNIE Gazetteer PR  (under Processing 
Resources in the left hand pane) to open it

• Select “Gazetteer Editor” from the bottom tab
• In the left hand pane (linear definition) you see the index file 

containing all the lists
• In the right hand pane you see the contents of the list selected 

in the left hand pane
• Each entry can be edited by clicking in the box and typing
• New entries can be added by typing in the “New list” or “New 

entry” box respectively
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Gazetteer editor

definition file 
entries entries for selected list
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Modifying the definition file

add a new list

edit an 
existing list 
name by 
typing here

delete a list 
by right 
clicking on
an entry and 
selecting 
Delete

edit the major and
minor Types by 
typing here
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Modifying a list

add a new entry
by typing here

edit an 
existing entry 
by typing here

Delete an entry by 
right clicking and 
selecting “Delete”
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Editing gazetteer lists

• The ANNIE gazetteer has about 60,000 entries arranged in 80 lists
• Each list reflects a certain category, e.g. airports, cities, first names etc.
• List entries might be entities or parts of entities, or they may contain 

contextual information (e.g. job titles often indicate people)
• Click on any list to see the entries
• Note that some lists are not very complete!
• Try adding, deleting and editing existing lists, or the list definition file
• To save an edited gazetteer, right click on the gazetteer name in the tabs 

at the top or in the resources pane on the right, and select “Save and 
Reinitialise” before running the gazetteer again.

• Try adding a word from a document you have loaded (that is not currently 
recognised as a Lookup) into the gazetteer, re-run the gazetteer and 
check the results.
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Editing gazetteers outside GATE

• You can also edit both the definition file and the lists outside 
GATE, in your favourite text editor

• If you choose this option, you will need to reinitialise the 
gazetteer in GATE before running it again

• To reinitialise any PR, right click on its name in the 
Resources pane and select “Reinitialise”

• Note the difference between “Reinitialise” and “Save and 
Reinitialise”
• “Renitialise” ignores any unsaved changes you made in 

the gazetteer editor in GATE, but incorporates changes 
made to the def file outside GATE

• “Save and reinitialise” ignores any changes made outside 
GATE, but incorporates changes made within GATE
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List attributes

• When something in the text matches a gazetteer entry, a Lookup 
annotation is created, with various features and values

• The ANNIE gazetteer has the following default feature types: 
majorType, minorType, language

• These features are used as a kind of classification of the lists: in 
the definition file features are separated by “:”

• e.g. the “city” list has majorType “location” and minorType “city”
• Note that the way you define majorType and minorType is 

entirely up to you – there is no right or wrong thing to put here
• Later, in the JAPE grammars, we can refer to all Lookups of type 

location, or we can be more specific and refer just to those of 
type “city” or type “country”
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Named Entity 
Recognition
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NE transducer

• Gazetteers can be used to find terms that suggest entities
• However, the entries can often be ambiguous

• “May Jones” vs “May 2010” vs “May I be excused?”
• “Mr Parkinson” vs “Parkinson's Disease”
• “General Motors” vs. “General Smith”

• Hand-crafted grammars can be used to define patterns over the Lookups 
and other annotations

• These patterns can help disambiguate, and they can combine different 
annotations, e.g. Dates can be comprised of day + number + month  

• NE transducer consists of a number of grammars written in the JAPE 
language
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Rules for NER

• A	typical	simple	pattern-matching	rule	might	try	to	match	all	university	names

• How	could	we	match	e.g.	University	of	Essex	with	rules?

• Match	the	string	“University	of”	followed	by	a	city	name	(from	gazetteer)

• We	could	generalise University	of to	“anything	matched	by	a	gazetteer	
containing	names	of	words	for	educational	establishments	(school,	college,	
etc.)

• But	what	about:

• Sheffield	Hallam	University

• University	College	London

• Doncaster School	for	the	Deaf

• School	for	Scandal

• It’s	not	always	easy!
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Example JAPE rules for Organisations

• Ealing police

(	

({Lookup.majorType ==	location}	|	{Lookup.majorType ==	country_adj})

{Lookup.majorType ==	organization}	[1,2]

)

• Royal	Tuscan

(	

{Lookup.majorType ==	org_pre}	

({Token.orth ==	upperInitial})+

({Lookup.majorType ==	org_ending})?

)
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ANNIE NE Transducer

• Load an ANNIE NE Transducer PR
• Add it to the end of the application
• Run the application
• Look at the annotations
• You should see some new annotations such as Person, 

Location, Date etc.
• These will have features showing more specific 

information (eg what kind of location it is) and the rules 
that were fired (for ease of debugging)

• Double click on the ANNIE NE Transducer in LH pane 
(under Processing Resources)  to see all grammar rules
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Co-reference
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Using co-reference

• Different expressions may refer to the same entity
• Orthographic co-reference module (orthomatcher) 

matches proper names and their variants in a document
• Mr Smith and John Smith will be matched as the same 

person
• International Business Machines Ltd. will match IBM
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Orthomatcher PR

• Performs co-reference resolution based on orthographical 
information of entities

• Produces a list of annotation IDs that form a co-reference “chain”
• List of such lists stored as a document feature named 

“MatchesAnnots”
• Improves results by assigning entity type to previously unclassified 

names, based on relations with classified entities
• May not reclassify already classified entities
• Classification of unknown entities very useful for surnames which 

match a full name, or abbreviations, 
e.g. Bonfield <Unknown> will match Sir Peter Bonfield <Person>

• A pronominal PR is also available
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Looking at co-reference

• Add a new PR: ANNIE OrthoMatcher
• Add it to the end of the application
• Run the application
• In a document view, open the co-reference editor by 

clicking the button above the text
• All the documents in the corpus should have some co-

reference, but some may have more than others
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Coreference editor
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Using the co-reference editor

• Select the annotation set you wish to view (Default)
• A list of all the co-reference chains that are based on annotations in 

the currently selected set is displayed
• Select an item in the list to highlight all the member annotations of that 

chain in the text (you can select more than one at once)
• Hovering over a highlighted annotation in the text enables you to 

Delete an item from the co-reference chain
• Try it!
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Other NLP tools

• There are lots of other NLP tools available in GATE (and elsewhere)
• Term extraction – extracting key terms from text
• Parsers – analysing the sentence structure
• NP and VP chunking – shallow form of parsing (usually more accurate 

and efficient than full parsing)
• Summarisation – making short summaries / abstracts of longer text
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TermRaider

• GATE plugin for detecting single and multi-word terms
• Terms are ranked according to three possible scoring 

systems:
• tf.idf =	term	frequency	(number	of	times	the	term	occurs	in	
the	corpus)	divided	by	document	frequency	(number	of	
documents	in	which	the	term	occurs)

• augmented	tf.idf =	after	scoring	tf.idf,	the	scores	of	
hypernyms	are	boosted	by	the	scores	of	hyponyms

• Kyoto	domain	relevance	=	document	frequency	× (1	+	nbr
of	hyponyms	in	the	corpus)
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TermRaider: Methodology

• After linguistic pre-processing (tokenisation, lemmatisation, POS 
tagging etc.), nouns and noun phrases are identified as initial term 
candidates

• Noun phrases include post-modifiers such as prepositional phrases, 
and are marked with head information for determining hyponymy.  
Nested nouns and noun phrases are all marked as candidates.

• Term candidates are then scored in 3 ways.
• The results can be viewed in the GATE GUI, exported as RDF, or 

saved as CSV files
• The viewer can be used to adjust the cutoff parameter. This is used 

to determine the score threshold for a term to be considered valid
• Terms can also be shown as a tag cloud
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Deciding what is a term

• Because TermRaider ranks every possible candidate term, you 
probably don't want to use all candidate terms if you're annotating 
terms in a text

• We therefore provide a cutoff mechanism to select what score 
should determine whether something is a term or not

• The last PR in TermRaider is a JAPE grammar which takes a 
feature “threshold” and a value, by default set to 45, and 
annotates candidates as “Term” only if the value of the 
augmented tf.idf is above the threshold.
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Term candidates in a document
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Try TermRaider in GATE

• Load the TermRaider plugin in GATE
• Load a corpus (around 20-100 documents on a similar 

topic is ideal, e.g. the news texts from the hands-on file)
• Load TermRaider from the “Ready-made Applications” 

and run it on the corpus
• Inspect the results (click on “SingleWord”, “MultiWord” or 

“Candidate Term” in the document viewer)
• Try the Term Cloud viewer
• Change the threshold (open the termCandidateThreshold

PR in GATE and then modify the value of “threshold” in 
the box in the bottom left corner)
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Other NLP Toolkits

• GATE is not the only NLP toolkit (though we think 
it’s the best!)

• Others include:
• OpenCalais

• UIMA

• LingPipe

• OpenNLP

• Stanford	Tools

• All integrated into GATE as plugins
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UIMA

• UIMA is an NL engineering platform developed by IBM

• Shares some functionality with GATE, but is  
complementary in most respects.

• Interoperability layer has been developed to allow UIMA 
applications to be run within GATE, and vice versa, in 
order to combine elements of both.

• Emphasis is on architectural support, including 
asynchronous scaleout (deploying many copies of an 
application in parallel) 

• Much narrower range of resources provided than GATE

http://incubator.apache.org/uima/
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OpenCalais

• Web service for semantic annotation of text.

• The user submits a document to the web service, which 
returns entity and relations annotations in RDF, JSON or 
some other format.

• Typically, users integrate OpenCalais annotation of their 
web pages to provide additional links and ‘semantic 
functionality’.

• OpenCalais annotates both relations and entities, although 
the GATE plugin only supports entities.

http://www.opencalais.com
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LingPipe

• Provides set of IE and data mining tools largely ML-based. 
Has a set of models trained for particular tasks/corpora.

• Limited ontology support: can connect entities found to 
databases and ontologies

• Advantage: ML models can suggest more than one output, 
ranked by confidence. The user can choose number of 
suggestions generated.

• Disadvantage: ML models only apply to specific tasks and 
domains.

http://alias-i.com/lingpipe/index.html
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Try them out!

• You can try some of these out by selecting them from 
the Ready-Made Applications

• You may need to first load the relevant plugin 
• Click	the	green	jigsaw	piece	icon	to	get	the	Plugin	

manager	and	then	select	the	plugin	you	want	to	load
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Summary

• Introduced the core NLP components used in typical text 
analysis tasks

• Demonstrated the ANNIE pipeline in GATE as an example 
of how to build up an Information Extraction pipeline

• Experimented with other tools within GATE

• Next, we’ll show how to evaluate and compare results, and 
you can play with some further NLP components


