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ABSTRACT
This paper describes an open source framework for analysing
large volume social media content, which comprises seman-
tic annotation, Linked Open Data, semantic search, dy-
namic result aggregation, and information visualisation. In
particular, exploratory search and sense-making are sup-
ported through information visualisation interfaces, such as
co-occurrence matrices, term clouds, treemaps, and choro-
pleths. There is also an interactive semantic search inter-
face (Prospector), where users can save, refine, and anal-
yse the results of semantic search queries over time. These
functionalities are presented in more detail in the context of
analysing tweets from UK politicians and party candidates
in the run up to the 2015 UK general election.

Categories and Subject Descriptors
I.2.7 [Natural Language Processing]: text analysis

1. INTRODUCTION
Social media is the largest collection of information about

society that we have ever had, providing an incredibly rich
source of behavioural evidence. However, understanding and
using it in a meaningful way is often still a major problem.
Gleaning the right information can be tricky because ana-
lytics tools either do not provide the right kinds of interpre-
tation, or are simply not accurate, aggregated, enriched or
easily interpretable1. Our solution to these problems con-
sists of a toolkit for social media monitoring which combines
a series of generic tools inside a flexible architecture that al-
lows each component to be easily adapted to the specific

1http://simplymeasured.com/blog/2015/03/09/
5-problems-with-how-marketers-use-social-analytics/
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social media monitoring task and its domain. In particu-
lar, the framework includes semantic analysis, aggregation,
and search tools, which allow analysts to dig deep into the
data and to perform complex queries which do not just rely
on surface information, plus the ability to make interesting
correlations between the data.

2. AN OPEN SOURCE FRAMEWORK FOR
SOCIAL MEDIA ANALYSIS

The social media analytics toolkit is based around GATE
[3], and consists of data collection, semantic annotation, in-
dexing, search and visualisation tasks. The first stage in the
process is the data collection, where a number of user ac-
counts and hashtags are followed and their tweets collected
via the Twitter streaming API. The tweet stream can also
(optionally) be analysed as it comes in, in near real-time,
using the “hosebird” client library to handle the connection
to the API, with auto reconnection and backoff-and-retry.

GATE now has numerous tools for social media analysis,
namely automatic recognition of terms via TermRaider [4],
named entities via TwitIE [2], and sentiment analysis [9,
8]. Where appropriate, entities and terms are associated
with relevant URIs from Linked Open Data via YODIE [6].
These tools all need adapting to the domain and task for best
results, as was done in our experimental use case (Section 3.
The framework also integrates Linked Open Data resources
(e.g. DBpedia [1], GeoNames), which are accessed via the
OWLIM (now GraphDB) knowledge repository [7]. These
are used both during semantic annotation and for semantic
search and visualisations.

After analysis, the social media posts are indexed using
GATE Mimir [10], which enables complex semantic searches
to be performed over the entire dataset. Finally, informa-
tion discovery and visualisation functionalities are provided
by GATE Prospector [10], a web-based user interface for
searching and visualising correlations in large data sets, and
thereby understanding complex content. For example, we
can discover and visualise the most frequent topics associ-
ated with positive or negative sentiment, or which two topics
frequently co-occur in a dynamically selected set of docu-
ments.



3. ANALYSIS OF POLITICAL TWEETS
In this section, we give an overview of a practical example

of how these open source tools were used to gain insights
from a large collection of political tweets, demonstrating
both a general analysis of topic and sentiment distribution
by different politicians and parties in different regions, and
also a specific example of analysing the dataset for under-
standing engagement of the public with respect to the topic
of climate change and the environment.

Our analysis focuses on the interaction of UK members
of parliament (MPs), election candidates and members of
the public on Twitter. We performed an analysis of recent
tweets in the run-up to the 2015 UK elections, according
to a set of 42 political themes (topics) such as immigration,
climate change, Europe, etc. We first created a collection
of approximately 1.8 million tweets, comprising every tweet
by any MP or candidate, and every retweet and reply (by
anyone) between 24 October 2014 and 13 February 2015.
The data was analysed and indexed using the tools described
above, customised for the political domain.

A variety of interesting findings emerged about the distri-
bution of tweets, topics and sentiment among different po-
litical parties and in different regions. For example, we can
query query and visualise a dynamically changing subset of
matching tweets in Prospector, to uncover patterns in the
data. Analysing the top 20 topics mentioned by MPs in a
particular NUTS region returns all tweets authored by MPs
representing consituencies from that region. On this dynam-
ically selected subset, Prospector then builds frequency and
co-occurrence statistics for the selected topic, and we can
watch how these change over time.

Looking specifically at the question of engagement about
climate change, a research question we were particularly in-
terested in, we showed that this topic has a high level of
engagement by the public, as evidenced by the number of
retweets and replies, by the incidence of sentiment and opti-
mism, by tweets containing the mention of another user and
by the number of URLs contained in tweets. This research
question and the analysis is described more fully in [5].

4. CONCLUSIONS
This paper presented an overview of the GATE-based

open source framework for (real-time) analytics of social me-
dia, including semantic annotation, search and visualisation
components. The framework is independent of the partic-
ular application domain, although domain-specific customi-
sations can easily be incorporated through additional con-
tent analytics components. Knowledge from Linked Open
Data is used to power the semantic searches, as well as as
the basis for result aggregation and visualisation. For the
latter, we employ both our own information discovery en-
vironment (Prospector), as well as web-based visualisations
(e.g. choropleths, treemaps), which are generated using the
D3 library.

In order to demonstrate the abilities of the framework, a
real-life, political science application has been shown. As
part of the ForgetIT project, this example scenario will also
be extended to cover the House of Commons debates, which
will include more information about the political roles MPs
fulfil. The aim of this is to investigate the evolution of con-
text in an organizational setting, looking at indicators such
as changes to ontologies over time.
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