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Course summary

● This course introduces the topic of text mining, and is split into 
4 modules

● Introduction to Text Mining: NLP foundations

● Semantic Annotation, Ontology-based Information 
Extraction and Semantic Indexing

● Opinion Mining

● Applications and Evaluation
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Topics in this module

● What is Text Mining and why do we need it?

● NLP foundations

● GATE and other text mining tools
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Oddly enough, people have successfully combined 
information and toast...
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The weather-forecasting toaster is 10 years old

● This weather-forecasting toaster, connected to a phone point,  
was designed in 2001 by a PhD student

● It accessed the MetOffice website via a modem inside the 
toaster and translated the information into a 1, 2 or 3 for rain, 
cloud or sun

● The relevant symbol was then branded into the toast in the last 
few seconds of toasting
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With tools such as these, why do we need text 
mining?

   

● It turns out that toast isn't actually a very good medium for 
finding information
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Information overload or filter failure?
● We all know that there's 

masses of information 
available online these days, 
and it's constantly growing

● You often hear people talk 
about “information overload”

● But as Clay Shirky says, the 
real problem is not the 
amount of information, but 
our inability to filter it 
correctly

● You can hear his talk on this 
topic here: 
http://bit.ly/oWJTNZ

●

http://bit.ly/oWJTNZ
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Value vs volume

● Trying to get specific information out of the huge volumes of data on the 
internet can be an overwhelming task

● If you have content that is sufficiently high value or low volume, then you 
can use sophisticated methods to help people find, browse or abstract 
over that content

● These methods include building symbolic models (taxonomic, logical, 
conceptual, semantic...) of the subject matter and annotating content 
with references to those models

● Technological success: the expressivity of the modelling languages and 
the quality of the annotation algorithms, and of the indexing, search and 
browsing tools

● Social success: the level of expertise and the quantity of time and effort 
deployed by the people building models and extraction patterns (or 
creating training data and running learning algorithms), or tuning indices 
or user interfaces
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It is difficult to access unstructured information 
efficiently 

Text mining tools can help you:

● Save time and money on management of text and data from 
multiple sources

● Find hidden links scattered across huge volumes of diverse 
information

● Integrate structured data from variety of sources

● Interlink text and data

● Collect information and extract new facts
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What is text mining?

● Text Mining is the automatic discovery of new, previously 
unknown information, by automatically extracting information 
from different textual resources. 

● A key element is the linking together of the extracted 
information together to form new facts or new hypotheses to 
be explored further

● In text mining, the goal is to discover previously unknown 
information, i.e. something that no one yet knows
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Text Mining is not Data Mining

Examples:

• using consumer purchasing 
patterns to predict which products 
to place close together on shelves 
in supermarkets

• analysing spending patterns on 
credit cards to detect fraudulent 
card use.

Data mining is about using analytical techniques to find 
interesting patterns from large structured databases
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Text Mining is not Web Search

● Text mining is also different from traditional web search.
● In search, the user is typically looking for something that is 

already known and has been written by someone else. 
● The problem lies in sifting through all the material that currently 

isn't relevant to your needs, in order to find the information that 
is.

● The solution often lies in better ways to ask the right question
● You can't ask Google to tell you about all the speeches made 

by Tony Blair about foot and mouth disease while he was 
Prime Minister, or all documents in which a person born in 
Sheffield is quoted as saying something.
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Text Mining is not (quite) Information Extraction

● There are programs that can, with reasonable accuracy, 
extract information from text such as names of people, 
organisations, locations and so on, and find relations between 
them (e.g. John works for the BBC)

● Information Extraction (IE) is about getting facts out of 
unstructured information

● It's a major component of text mining, but it doesn't tell the full 
story

● In a criminal investigation, finding the facts (names of 
witnesses, alibis for the night of the murder) are like the IE 
component

● Text mining is about making the deductions as to who could or 
could not have committed the murder
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Ghostbusters?
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Sherlock Holmes?
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Or the police?
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Threat tracking: extraction and linking of facts
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Text mining stages

● Document selection and filtering (IR techniques)

● Document pre-processing (NLP techniques)

● Document processing (NLP / ML / statistical techniques)
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Stages of document processing
● Document selection involves identification and retrieval of 

potentially relevant documents from a large set (e.g. the web) 
in order to reduce the search space. Standard or 
semantically-enhanced IR techniques can be used for this.

● Document pre-processing involves cleaning and preparing 
the documents, e.g. removal of extraneous information, error 
correction, spelling normalisation, tokenisation, POS tagging, 
etc.

● Document processing generally consists of information 
extraction (NER, relation/event recognition etc.) and 
potentially opinion mining.
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NLP components for text mining

● A text mining system is usually built up from a number of 
different NLP components

● First, you need some Information Extraction tools (the police) 
to do the donkey work of getting all the relevant pieces of 
information and facts.

● Then you need some tools to apply the reasoning (Sherlock 
Holmes) to the facts, e.g. opinion mining, information 
aggregation, semantic technologies, dynamics analysis and so 
on.

● GATE is an example of a tool for text mining which allows you 
to combine all the necessary NLP components

● First, we'll look at IE.
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IE for Document Access

 With traditional query engines, getting the facts can be hard 
and slow

 Where has the Queen visited in the last year?
 Which airports are currently closed due to the volcanic 

ash?
 Which search terms would you use to get these?
 How can you specify you want to see someone’s home page?
 IE returns information in a structured way
 IR returns documents containing the relevant information 

somewhere
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Approaches to Information Extraction

Knowledge Engineering
 rule based 
 developed by 

experienced language 
engineers 

 make use of human 
intuition 

 easier to understand 
results 

 development could be 
very time consuming 

 some changes may be 
hard to accommodate 

Learning Systems
 use statistics or other 

machine learning 
 developers do not need 

LE expertise 
 requires large amounts of 

annotated training data 
 some changes may 

require re-annotation of 
the entire training corpus 
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Information Extraction with GATE
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GATE: the Swiss Army Knife of NLP

• An attachment for almost every 
eventuality

• Some are hard to prise open

• Some are useful, but you might have 
to put up with a bit of clunkiness

• Some will only be useful once in a 
lifetime, but you're glad to have them 
just in case.

• There are many imitations, but 
nothing like the real thing.
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History of GATE

• early 1990s: you want me to write that all over again?

• 1995-7: first GATE (and "large-scale IE") project

• 1996: GATE 1: Tcl/Tk, Perl, C++, ...

• 2002: release of completely rewritten version 2, 100% Java

• 2011: mature ecosystem with established community

– Tens of thousands of research users

– 25,000 downloads per year

– commercial users getting serious
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Text mining tools need to be eco-friendly
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What exactly is GATE?

● An architecture: a macro-level organisational picture for HLT 
software systems

● A framework: for programmers, GATE is an object-oriented 
class library that implements the architecture.

● A development environment: for language engineers, 
computational linguists et al, a graphical development 
environment.

● A community of users and contributors 
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Architectural principles

● Non-prescriptive, theory neutral (strength and weakness) 

● Re-use, interoperation, not reimplementation (e.g. diverse XML 
support, integration of Protégé, Jena, Yale...) 

● (Almost) everything is a component, and component sets are 
user-extendable 

● (Almost) all operations are available both from API and GUI
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In short…

GATE includes:

• components for language processing, e.g. parsers, machine 
learning tools, stemmers, IR tools, IE components for various 
languages...

• tools for visualising and manipulating text, annotations, 
ontologies, parse trees, etc.

• various information extraction tools

• evaluation and benchmarking tools
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GATE components
● Language Resources (LRs), e.g. lexicons, corpora, 

ontologies

● Processing Resources (PRs), e.g. parsers, generators, 
taggers

● Visual Resources (VRs), i.e. visualisation and editing 
components 

● Algorithms are separated from the data, which means:

● the two can be developed independently by users with 
different expertise.

● alternative resources of one type can be used without 
affecting the other, e.g. a different visual resource can be 
used with the same language resource 
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ANNIE

• ANNIE is GATE's rule-based IE system

• It uses the language engineering approach (though we also have 
tools in GATE for ML)

• Distributed as part of GATE

• Uses a finite-state pattern-action rule language, JAPE 

• ANNIE contains a reusable and easily extendable set of components:
– generic preprocessing components for tokenisation, sentence 

splitting etc

– components for performing NE on general open domain text
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ANNIE Modules
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Named Entity Recognition: the cornerstone of IE

Traditionally, NE is the identification of proper names in texts, 
and their classification into a set of predefined categories of 
interest

 Person
 Organisation (companies, government organisations, 

committees, etc)
 Location (cities, countries, rivers, etc)
 Date and time expressions

Various other types are frequently added, as appropriate to the 
application, e.g. newspapers, ships, monetary amounts, 
percentages etc.
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John  lives in London  .  He works there for  Polar Bear Design  .

PERSON LOCATION ORGANISATION

Basic NE Recognition
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John  lives in London  .  He works there for  Polar Bear Design  .

PER LOC ORG

Co-reference

same_as
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations

PER LOC ORG

live_in
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (2)

PER LOC ORG

employee_of
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John  lives in London  .  He works there for  Polar Bear Design  .

Relations (3)

PER LOC ORG

based_in
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Hands-on: ANNIE (1)

• Start GATE by double clicking on the icon

• Because ANNIE is a ready-made application, we can just load 
it directly from the menu

• Click the          icon from the top GATE menu OR Select File → 
Load ANNIE system

• Select “with defaults”

• Create a new corpus (right click on Language Resources  → 
New  → GATE corpus and click “OK)

• Populate the corpus (right click on the corpus, and use the file 
chooser in Directory URL to select the news-texts directory. 
Click “Open” and then “OK”)
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Hands-on: ANNIE (2)

● Double click on  ANNIE and select “Run this application”

● This will now run the application on all the documents in your 
corpus

● Double click on a document to open it

● Select “Annotation Sets” and “Annotations” from the top tabs

● Click on the top arrow above “Original markups” in the right 
pane

●

●
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Inspecting the results

● You should see a mixture of Named Entity annotations 
(Person, Location etc) and some other linguistic annotations 
(Token, Sentence etc) in the Default annotation set 

● Click on the name of an annotation in the right hand pane that 
you want to view (you can select multiple annotations)

● All annotations pf that type will be highlighted in the main text 
window

● Hover over the annotation in the text to get a popup box with 
more info
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Let's look at the PRs

• Each PR in the ANNIE pipeline creates some new 
annotations, or modifies existing ones

• Document Reset → removes annotations

• Tokeniser → Token annotations

• Sentence Splitter → Sentence, Split annotations

• Gazetteer → Lookup annotations

• POS tagger → adds category features to Token 
annotations

• JAPE transducer → Date, Person, Location, Organisation, 
Money, Percent annotations

• Orthomatcher → adds match features to NE annotations
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Tokeniser

 Tokenisation based on Unicode  classes 
 Declarative token specification language
 Produces Token and SpaceToken annotations with features 

orthography and kind
 Length and string features are also produced
 Rule for a lowercase word with initial uppercase letter

  

"UPPERCASE_LETTER" LOWERCASE_LETTER"* > 
  Token; orthography=upperInitial; kind=word
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45

Document with Tokens
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ANNIE English Tokeniser

 The English Tokeniser is a slightly enhanced version of the 
Unicode tokeniser

 It comprises an additional JAPE transducer which adapts the 
generic tokeniser output for the POS tagger requirements

 It converts constructs involving apostrophes into more sensible 
combinations

 don’t  →  do + n't
 you've → you + 've
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Sentence Splitter

• The default splitter finds sentences based on Tokens

• Creates Sentence annotations and Split annotations on the 
sentence delimiters

• Uses a gazetteer of abbreviations etc. and a set of JAPE grammars 
which find sentence delimiters and then annotate sentences and 
splits
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48

Document with Sentences
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Sentence splitter variants

 An alternate set of rules can be loaded with the regular sentence 
splitter 

 The main difference is the way it handles new lines
 In some cases, you might want a new line to signal a new 

sentence, e.g. addresses
 In other cases, you might not, e.g. in emails that have been split 

by the email program
 A regular expression Java-based splitter is also available, called 

RegEx Sentence Splitter, which is sometimes faster
 This handles new lines in the same way as the default sentence 

splitter
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POS tagger

 ANNIE POS tagger is a Java implementation of Brill's 
transformation based tagger

 Previously known as Hepple Tagger (you may find references to 
this and to heptag)

 Trained on WSJ, uses Penn Treebank tagset

 Default ruleset and lexicon can be modified manually (with a little 
deciphering)

 Adds category feature to Token annotations

 Requires Tokeniser and Sentence Splitter to be run first
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Morphological analyser

 Not an integral part of ANNIE, but can be found in the Tools plugin 
as an “added extra”

 Flex based rules: can be modified by the user (instructions in the 
User Guide)

 Generates “root” feature on Token annotations

 Requires Tokeniser to be run first

 Requires POS tagger to be run first if the considerPOSTag 
parameter is set to true
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Gazetteers

 Gazetteers are plain text files containing lists of names (e.g 
rivers, cities, people, …)

 The lists are compiled into Finite State Machines
 Each gazetteer has an index file listing all the lists, plus 

features of each list (majorType, minorType and language)
 Lists can be modified using the Gazetteer Editor
 Gazetteers generate Lookup annotations with relevant 

features corresponding to the list matched
 Lookup annotations are used primarily by the NE transducer
 Various different kinds of gazetteer are available, which 

enable more flexible matching, e.g on the root form of a 
word
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Gazetteer editor

definition file 
entries entries for selected list



University of Sheffield, NLP

The ANNIE gazetteer

• The ANNIE gazetteer has about 60,000 entries arranged in 80 
lists

• Each list reflects a certain category, e.g. airports, cities, first 
names etc.

• List entries might be entities or parts of entities, or they may 
contain contextual information (e.g. job titles often indicate 
people)
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NE transducer

• Gazetteers can be used to find terms that suggest entities

• However, the entries can often be ambiguous

– “May Jones” vs “May 2010” vs “May I be excused?”

– “Mr Parkinson” vs “Parkinson's Disease”

– “General Motors” vs. “General Smith”

• Handcrafted grammars are used to define patterns over the 
Lookups and other annotations

• These patterns can help disambiguate, and they can combine 
different annotations, e.g. Dates can be comprised of day + 
number + month  
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Named Entity Grammars 

• Hand-coded rules written in JAPE applied to annotations to 
identify NEs 

• Phases run sequentially and constitute a cascade of FSTs over 
annotations 

• Annotations from format analysis, tokeniser. splitter, POS tagger, 
morphological analysis, gazetteer etc.

• Because phases are sequential, annotations can be built up over 
a period of phases, as new information is gleaned

• Standard named entities: persons, locations, organisations, dates, 
addresses, money

• Basic NE grammars can be adapted for new applications, domains 
and languages 
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Using co-reference

 Different expressions may refer to the same entity
 Orthographic co-reference module (orthomatcher) matches 

proper names and their variants in a document
 [Mr Smith] and [John Smith] will be matched as the same 

person
 [International Business Machines Ltd.] will match [IBM]
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Orthomatcher PR

• Performs co-reference resolution based on orthographical 
information of entities

• Produces a list of annotation ids that form a co-reference chain

• List of such lists stored as a document feature named 
“MatchesAnnots”

• Improves results by assigning entity type to previously 
unclassified names, based on  relations with classified entities 

• May not reclassify already classified entities

• Classification of unknown entities very useful for surnames 
which match a full name, or abbreviations, 
e.g. “Bonfield” <Unknown> will match “Sir Peter Bonfield” 
<Person>

• A pronominal PR is also available



University of Sheffield, NLP

Coreference editor
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Identity Resolution issues

Same Person Name different Entity

• P1) Antony John was born in 1960 in Gilfach Goch, a mining 
town in the Rhondda Valley in Wales. He moved to Canada in 
1970 where the woodlands and seasons of Southwestern Ontario 
provided a new experience for the young naturalist... 

• P2) Antony John -  Managing Director.  After working for 
National Westminster Bank for six years, in 1986, Antony 
established a private financial service practice. For 10 years he 
worked as a Director of Hill Samuel Asset Management and 
between 1999 and 2003 he was an Executive Director at the 
private Swiss bank, Lombard Odier Darier Hentsch. Antony 
joined IMS in 2003 as a Partner. Antony's PA is Heidi Beasley...
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Identity Resolution 

Same company name, different company

• C1) Operating in the market where knowledge processes meet 
software development, Metaware can support organizations in their 
attempts to become more competitive. Metaware combines its 
knowledge of company processes and information technology in its 
services and software. By using intranet and workflow applications, 
Metaware offers solutions for quality control, document 
management, knowledge management, complaints management, 
and continuous improvement. 

• C2) Metaware S.r.l. is a small but highly technical software house 
specialized in engineering software and systems solutions based on 
internet and distributed systems technology. Metaware has 
participated in a number of RTD cooperative projects and has a 
consolidated partnership relationship with Engineering. 
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Approaches to Identity Resolution

Text based approach
● clustering informed by semantic analysis and summarization
● extract sentences containing entity of interest and create a 

summary
● extract semantic information from summaries and create term 

vectors for clustering
● apply clustering to the set of vectors
● performance around 80%
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Approaches to Identity Resolution

Ontology-based approach

• define rules for each class in the ontology

• rules combine different similarity criteria using a weighting 
mechanism:

• compare alias name (“Alcoa” vs “Alcoa Inc.”)

• compare location (Scotland is in the UK)

• select candidate instances from ontology

• compare target instance to each candidate

• evaluation of merging information extracted from company 
profiles:

• performance ~ 89%
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Creating your own NE applications

● Tools such as GATE allow you to mix and match different 
components in the pipeline as you want

● For example, you can change the POS tagger to process text 
in a different language, or add a syntactic parser to the 
application

● GATE, for example, allows conditional processing so that you 
can set up an application to use different resources 
automatically for a multilingual corpus, depending on which 
language thedocument is in
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Other NLP Toolkits

• UIMA

• OpenCalais

• Lingpipe

All integrated into 

GATE as plugins
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UIMA

• UIMA is an NL engineering platform developed by IBM

• Shares some functionality with GATE, but is  
complementary in most respects.

• Interoperability layer has been developed to allow UIMA 
applications to be run within GATE, and vice versa, in 
order to combine elements of both.

• Emphasis is on architectural support, including 
asynchronous scaleout (deploying many copies of an 
application in parallel)

• Much narrower range of resources provided than GATE

http://incubator.apache.org/uima/
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OpenCalais

• Web service for semantic annotation of text. 

• The user submits a document to the web service, which 
returns entity and relations annotations in RDF, JSON 
or some other format. 

• Typically, users integrate OpenCalais annotation of 
their web pages to provide additional links and 
‘semantic functionality’.

• OpenCalais annotates both relations and entities, 
although the GATE plugin only supports entities.

http://www.opencalais.com
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LingPipe

• Provides set of IE and data mining tools largely ML-
based. Has a set of models trained for particular 
tasks/corpora.

• Limited ontology support: can connect entities found 
to databases and ontologies

• Advantage: ML models can suggest more than one 
output, ranked by confidence. The user can choose 
number of suggestions generated.

• Disadvantage: ML models only apply to specific tasks 
and domains.

http://alias-i.com/lingpipe/index.html
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Commercial users of text mining products

Typical commercial uses:

• dynamic search and indexing of repositories

• finding relations between elements in distributed repositories

• aggregating information from different text sources

• populating repositories

• fact finding from distributed knowledge sources

Typical users:

• Pharmaceutics, news, intelligence (business, competitor, 
government, etc.), manufacturing, telecommunications 
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More about text mining applications

● In Module 4, we'll spend more time looking at some real-life 
text mining applications

● In the next module, we'll look at how to add semantics to the 
applications
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