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Text Search isn't Enough

“I like the Internet. Really, I do. Any time I 
need a piece of shareware or I want to find 
out the weather in Bogota... I'm the first guy 
to get the modem humming. But as a 
source of information, it sucks. You got a 
billion pieces of data, struggling to be heard 
and seen and downloaded, and anything I 
want to know seems to get trampled 
underfoot in the crowd."

Michael Marshall, The Straw Men. HarperCollins 
Publishers, 2002.
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ANNIE Annotations

 We know the type of named entity but nothing more
 What kind of organization is Blackstone Group LP?
 What is the job of William Hague?
 Where is Eastern DRC, what does DRC stand for?

=> only semantics: choice of annotation type name

=> some knowledge hidden deep in JAPE & Code
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Need More Semantics:

 To co-reference DRC with “Democratic Republic of Congo”
 To avoid scattered knowledge in JAPE/Java?

Cities are locations, cities have zip codes, ...
 To disambiguate: which “Washington” (state / city)?
 To use extracted information to allow for queries like:

 European politicians who visited an African country?
 Politicians and actors travelling together?

 To use extracted information to add information to our own 
Database/Knowledge base:

 Add information about the buying-agreement to our data about 
Blackstone Group and First Potomac Realty Trust

 Connect with trading information or other data we have
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Semantic Queries in Google
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Searching for Things, Not Strings

http://googleblog.blogspot.it/2012/05/introducing-knowledge-graph-things-not.html

• 500 million entities that Google 
“knows” about

• Used to provide more accurate 
search results

 

• Summaries of information about 
the entity being searched 
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Facebook Graph Search
http://actualfacebookgraphsearches.tumblr.com/



University of Sheffield, NLP

Semantic Enrichment
● Textual mentions aren't actually that useful in isolation

– knowing that something is a “Person" isn't very helpful

– knowing which Person the mention refers to can be very useful

● Disambiguating mentions against an ontology provides extra context

● This is where semantic enrichment comes in

● The end product is a set of textual mentions linked to an ontology, 
otherwise known as semantic annotations

● Annotations on their own can be useful but they can also

– be used to generate corpus level statistIcs

– be used for further ontology population

– form the basis of summaries

– be indexed to provide semantic search
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Automatic Semantic Enrichment

• Use Text Mining, e.g.

• Information Extraction – recognise names of people, 
organisations, locations, dates, references, etc.

• Term recognition – identify domain-specific terms

• Automatically extend article metadata to improve search quality 

• Example: using a customised GATE text mining pipeline to enrich 
metadata in the Envia environmental science repository

http://www.bl.uk/reshelp/experthelp/science/eventsandprojects/en
viatbl/index.html 
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Semantic Enrichment in Envia
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Why ontologies for semantic search?

 Semantic annotation: rather than just annotating the word “Cambridge” as a 
location, link it to an ontology instance

 Differentiate between Cambridge, UK and Cambridge, Mass. 

 Semantic search via reasoning

 So we can infer that this document mentions a city in Europe.

 Ontologies tell us that this particular Cambridge is part of the country called 
the UK, which is part of the continent Europe.

 Knowledge source 

 If I want to annotate strikes in baseball reports, the ontology will tell me that 
a strike involves a batter who is a person

 In the text “BA went on strike”, using the knowledge that BA is a company 
and not a person, the IE system can conclude that this is not the kind of 
strike it is interested in
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Example Semantic Search Architecture
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What is Semantic Annotation?

Annotation:

The process of adding metadata to [parts of] a document.

Semantic Annotation:

Annotation process where [parts of] the annotation schema 
(annotation types, annotation features) are ontological objects.



University of Sheffield, NLP     Slide 14

Semantic Annotation: Basic Idea

 Link annotations to concepts in a knowledge base.
 The annotated text is a “Mention” of a concept in the KB
 We can use the knowledge associated with Mentions in our 

IE pipeline

– e.g. Persons have JobTitles, Cities have zip codes  
 We can use the knowledge associated with Mentions for 

“Semantic Search”
 We can use semantically annotated documents to add new 

facts to our knowledge base

=> We need some way to represent knowledge
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Knowledge Base

Would want to represent knowledge for this domain:
 Westerwelle:

has job Foreign minister of Germany → a politician
   Germany → a country, in Europe
Member of the Free Democratic Party
  Free Democratic Party → a political party
    Political party → an organization
…

 Blackstone Group L.P. → a private equity company
has NYSE symbol: BX
based in: New York City
  New York City → a city
  located in: New York State which is located in USA
...
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Ontology

A formal way to represent knowledge as: 
 Concepts of a domain or a set of domains

“Agelina Jolie”, “Ghana”
 Relationships between concepts

 “New York City is located in New York State”
 Hierarchies of Concepts and Relationships

“New York City is a City which is a Location”
 Associated Data

“Blackstone Group has NYSE symbol BX”
 => most widely used formalism is RDF/OWL
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What is an Ontology?

 Set of concepts (instances and 
classes)

 Relationships between them (is-a, 
part-of, located-in)

 Multiple inheritance

 Classes can have more than one 
parent

 Instances can have more than one 
class

 Ontologies are graphs, not trees
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OWL Ontologies

 OWL: Web Ontology Language
 Classes/Concepts and Individuals/Instances
 Properties:

DatatypeProperty: individual →  literal
ObjectProperty: individual →  individual
AnnotationProperty: resource →  literal, but no inference

 Inference/Reasoning: 
 Inheritance/Subsumption (classes and properties)
 “Restrictions”: domain, range, allValuesFrom, hasValue …infer class 

membership, property values 
Open World Assumption: what isn’t asserted, we don’t know
Non Unique Name Assumption: different names may be used for 
same entity

 Classes can have more than one parent, Individuals can belong to more 
than one class → OWL Ontologies are graphs, not trees



University of Sheffield, NLP

DBpedia

● Machine readable knowledge on various entities and topics, 
including:

– 410,000 places/locations, 

– 310,000 persons

– 140,000 organisations
● For each entity we have:

– entity name variants (e.g. IBM, Int. Business Machines)

– a textual abstract

– reference(s) to corresponding Wikipedia page(s)

– entity-specific properties (e.g. latitude and longitude for 
places)
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Example from DBpedia

…
Links to GeoNames
And Freebase

Latitude & Longitude
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GeoNames
●  2.8 million populated places 

– 5.5 million alternate names

● Knowledge about NUTS country sub-divisions

– use for enrichment of recognised locations with the implied 
higher-level country sub-divisions

● However, the sheer size of GeoNames creates a lot of ambiguity 
during semantic enrichment

● We use it as an additional knowledge source, but not as a primary 
source (DBpedia)
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Ontologies in GATE

 Can use OWL-Lite ontologies as language resources
(→ Plugin Ontology)

 Ontology Editor, Ontology Annotation Tool, Relation 
Annotation Tool (→ Plugin Ontology_Tools)

 Ontology-enabled JAPE, JAPE Plus
 LKB Gazetteer (→ Plugin Gazetteer_LKB)

OntoRoot Gazetteer (→ Plugin Gazetteer_Ontology_Based)
 Ontology-based evaluation 

(→ Plugin Ontology_BDM_Computation)
 Java API for ontology manipulation, triple manipulation, 

SPARQL queries
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GATE Ontology Implementation

 Based on Sesame and the OWLIM-Lite SAIL (Storage and 
Inference Layer) implementation from Ontotext

 Fast in memory repository, scales to millions of statements 
(depending on RAM) 

 In addition to local file ontology, can connect to server:
- OWLIM Lite
- OWLIM SE/Enterprise: commercial product, persistent and 
scalable implementation for huge (billion triples) ontologies

 Java API represents OWL concepts (ontology, property, literal) as 
Java objects

 Also provides support for SPARQL and manipulating Triples 
directly
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Load Ontology

 Need plugin Ontology 
 For Editor, also need plugin Ontology_Tools
 Language Resource → New → OWLIM Ontology

 Loaded:



University of Sheffield, NLP     

Ontology Viewer/Editor

 Basic viewing of ontologies
 Some edit functionalities:

 create new concepts and instances
 define new properties and property values
 deletion 

 Some limitations of what's supported, basically chosen 
from practical needs for semantic annotation

 Not a Protégé replacement
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Ontology Editor
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Ontology-based IE

John  lives in London. He works there for Polar Bear Design.
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Ontology-based IE (2)

John  lives in London. He works there for Polar Bear Design.



University of Sheffield, NLP     

Hands-on: loading an ontology

• Load plugin Ontology (for basic ontology support)

• Load plugin Ontology_Tools (for a simple ontology editor)

• Language Resource → New → OWLIM Ontology

• Fill in the parameter “rdfXmlURL” by navigating through the hands on 
material to pubmed-hands-on/FastVacOntology_Nov2013v3.owl

• Double-click the ontology to view it

• Scroll through the ontology

• Search for something (e.g. Yersinia Pestis)

• Look at its ancestors and descendants

• Look at its properties, including “label”
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Semantic Annotation
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Typical Semantic Annotation pipeline

Analyse document structure

Linguistic Pre-processing

Ontology Lookup

Ontology-based IE

Populate ontology (optional)

NE recognition
Corpus

Export as RDF

RDF
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Semantic Annotation: How

 Manually
GATE: ontology based annotation using OAT/RAT or 
through crowdsourcing

 Automatically
 Gazetteer/rule/pattern based
 Classifier (ML) based
 Combination of the two
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Semantic Annotation: The Big Picture

Linguistic Processing: Tokens, POS, Corefs ...

Semantic Annotation, Enrichment

Disambiguation, Postprocessing

Ontology

SPARQL, Filtering
GATE processing

Format Conversion

Gazetter
LST Files

O-Population

Mimir ServerNew Ontology

Mimir PR ???

Corpus
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GATE: Automatic Semantic Annotation

 Ontology aware Gazetteers:
 OntoRoot Gazetteer
 LKB Gazetteer
 Other gazetteers, using inst/class features

 Ontology aware JAPE
 Semantic Enrichment: LKB Gazetteer, JAPE
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Ontology Lookup: OntoRoot Gazetteer

• Finds mentions in the text matching classes, instances, data 
property values and labels in the ontology

• Matching can be done between any morphological or 
typographical variant (e.g. upper/lower case, CamelCase)

• Converts CamelCase names, hyphens, underscores

• Morphological analysis is performed on both text and 
ontology, then matching is done between the two at the root 
level.

• Text is annotated with features containing the root and original 
string(s)

• Creates a gazetteer PR that can be used with the 
FlexibleGazetteerPR
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OntoRoot Gazetteer

• Lives in the Gazetteer_Ontology_Based plugin

• Generates candidate gazetteer list from ontology

• Runs the Tokeniser, POS tagger, Morphological Analyser to 
create lemmas from the labels and the fragment identifiers of 
all classes and instances and then creates lists to match 
against the text

– Gordon_Brown, GordonBrown → Gordon Brown

• Note that the gazetteer produced is stored in memory only 
and cannot be edited
→ limited size!

• Must use tokeniser, sentence splitter, POS tagger and 
morphological analyser first: so we get “root” (lemma) feature!
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Init-time OntoRoot params

Ontology LR

POS Tagger

Tokeniser

One or more of “class”,”instance”,”property”
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Running the OntoRoot gazetter

● If mostly matching proper names, then add to your application and 
run like the ANNIE gazetteer

● It will match against the document text as it is, which is not ideal if 
matching against terms (“leaders” should match “leader”: need 
lemma/root)

● To find root we need:  Tokeniser, Sentence  Splitter, POS tagger, 
and Morphological Analyser

● To match the root and not the text, use Flexible Gazetteer PR with  
OntoRoot as the embedded gazetteer

● Flexible Gazetteer delegates to OntoRoot Gazetteer: Flexible 
Gazetteer is the one that needs to be added to the application!
→ If Flexible Gazetteer is used, no need to add OntoRoot 
Gazetteer to application.
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OntoRoot Application in GATE

Create a Flexible 
Gazetteer with an 
OntoRoot inside it

Build a GATE application with 
the PRs shown
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Output Example

Screen shot of the Lookup annots with the special features

● The URI feature contains the matched class or instance URI

● The type feature is either class or instance

● Instances have also features classURI and classURIList
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Hands-on: OntoRootGazetteer

• Load Gazetteer_Ontology_Based plugin, Format_PubMed, ANNIE and Tools 
plugins

• Create Document Reset, Tokeniser, Sentence Splitter, POS Tagger, and 
Morphological Analyser (all with defaults)

• Create a new corpus pipeline called “text”, and add the above PRs to it in that 
order

• Create another new corpus pipeline called “ontology” and add the Tokeniser, POS 
Tagger, and Morphological Analyser in that order

• Create an OntoRootGazetteer, configuring these parameters:
– ontology – the FastVac ontology

– RootFinderApplication – the “ontology” pipeline

– propertiesToInclude: 

• http://www.w3.org/2000/01/rdf-schema#label,http://fera.gsi.gov.uk/gate#Latin_name

– separateCamelCaseWords – false

– useResourceUri - false
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Hands-on: OntoRoot (contd.)

● Create a FlexibleGazetteer PR: 
- add Token.root to inputFeatureNames
- choose the OntoRoot gazetteer as gazetteerInst

● Add Flexible Gazetteer to the “text” pipeline
● In a text editor, examine a document from the corpus in the hands 

on material, pubmed-hands-on/corpus
● They are in native PubMed format
● Create a corpus and populate it from this corpus, setting encoding 

to UTF-8
● Examine a document in GATE. Look at the original markup 

annotations, and the document features
● Run the “text” pipeline over the corpus and inspect the resulting 

Lookup annotations
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Conventions in GATE

● We use “Mention” annotations to reflect the fact that the text 
mentions a particular instance or a class

● The Mention annotations have two special features:
● class = class URI from the ontology
● inst = instance URI from the ontology (if available)

e.g. Mention {class=Leader, inst=Gordon_Brown}
● It's important not to use class and inst as features unless you're 

dealing with ontologies, as these are predefined names in 
several tools

● OntoRoot Gazetteer does not follow the conventions
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Compatibility with OntoRootGazetteer 

●  The OntoRootGazetteer always puts the matching resource 
(class or individual) URI in a feature called “URI” and the kind of 
match in a feature called “type”. For individuals it also creates the 
features “classURI” and “classURIList”

●  But GATE/JAPE requires these features to be 
 called class and inst

●  So we need a JAPE grammar to first change the names of these  
 features
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JAPE grammar to change feature names

Phase: LookupRename
Input: Lookup
Options: control = appelt

Rule: RenameLookup
(
  {Lookup.type == instance}

):match
­­>
:match{  
  for (Annotation lookup : matchAnnots) {
    FeatureMap theFeatures = lookup.getFeatures();
    theFeatures.put(

"class", theFeatures.get("classURI"));
    theFeatures.put("inst", theFeatures.get("URI"));
  }
} 

finds all Lookups which OntoRoot gazetteer
created from ontology instances

add a new feature class with the 
value of the original classURI feature

do the same 
for inst
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Ontology Aware JAPE

● JAPE transducers have a run-time parameter which is an ontology
● [Note that the ANNIE NE Transducer] does not have this parameter, 

so you cannot use it for ontology-aware JAPE]
● By default it is left blank, so not used during LHS matching
● When an ontology is provided, the class feature can be used on the 

LHS of  a JAPE rule
● When matching the class value, the ontology is checked for 

subsumption: any subclass on the left side of “==” matches
● e.g. {Lookup.class == Person} will match a Lookup annotation with 

class feature, whose value is either Person or any subclass of it
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Ontology-aware JAPE example

Phase: OntoMatching
Input: Lookup
Options: control = appelt

Rule: PersonLookup
(
  {Lookup.class == Person}

):person
-->
:person.Mention = 
   {class = :person.Lookup.class, 
    inst = :person.Lookup.inst}

Matches the class Person 
or any of its subclasses 

Adds class and instance information 
as features on the Mention annotation
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Ontology-aware JAPE example

Ontology-aware JAPE applies only to a feature named “class” and 
only if the PR's ontology parameter is set.

{Lookup.class == “http://example.com/stuff#Person”}

{Lookup.class == “Person”}

Matches this class or any subclass in the ontology

If the string is not a full URI, JAPE adds the default namespace from 
the ontology, looks up that class in the ontology, and matches it or any 
subclasses.  Be very careful if your ontology uses more than one 
namespace!

These rules apply equally to the string in the JAPE rule and in the 
value of the annotation's class feature.
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Templates to simplify namespaces

Template declarations can be used to simplify namespaces.

Template: protont =
  “http://proton.semanticweb.org/2005/04/protont#${n}”
...
{Lookup.class == [protont n=Person]}
...
{Lookup.class == [protont n=Location]}

If you switch to a newer version of PROTON, you only need to change 
the Template declarations, not every JAPE LHS.  (See the GATE User 
Guide http://gate.ac.uk/userguide/sec:jape:templates for more details 
and examples.)
Template: protont =
  “http://proton.semanticweb.org/2006/05/protont#${n}”
...
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Matching subclasses

David Cameron was the first of the main UK party leaders...

The rule matches 
because Leader 
is a subclass of 
Person

David Cameron was the first of the main UK party leaders...
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Hands-on: ontology-aware JAPE 

● Load the JAPE transducer  rename-lookup-features.jape and add 
to the end of your “text” pipeline

● Run the modified pipeline to see how the Lookup annotations for 
Lookups now have class features

● Examine the JAPE file pathogen-onto-matching.jape
● Load the JAPE transducer pathogen-onto-matching.jape and add it 

to the end of  the “text” pipeline as before.
● In the pipeline, select the FastVac ontology as the ontology run-

time parameter of the transducer
● Run the modified pipeline to see how it creates new Pathogen 

annotations 
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Semantic Annotation with other tools: 
OpenCalais

http://viewer.opencalais.com/

Paste text of http://www.membranes.com/ 

Not easily customised/extended

Domain-specific coverage varies
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Zemanta 

● Paste text from 
www.membranes.com 

● The main entity of interest 
“Hydranautics” is missed

● Common problem with 
general purpose, open-
domain semantic 
annotation tools

● Best results require 
bespoke customisation

http://www.zemanta.com/demo/
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QUESTIONS?


