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Abstract
Twitter is the largest source of microblog text,
responsible for gigabytes of human discourse
every day. Processing microblog text is diffi-
cult: the genre is noisy, documents have lit-
tle context, and utterances are very short. As
such, conventional NLP tools fail when faced
with tweets and other microblog text. We
present TwitIE, an open-source NLP pipeline
customised to microblog text at every stage.
Additionally, it includes Twitter-specific data
import and metadata handling. This paper in-
troduces each stage of the TwitIE pipeline,
which is a modification of the GATE ANNIE
open-source pipeline for news text. An eval-
uation against some state-of-the-art systems is
also presented.

1 Introduction
Researchers have started recently to study the prob-
lem of mining social media content automatically (e.g.
(Rowe et al., 2013; Nagarajan and Gamon, 2011;
Farzindar and Inkpen, 2012; Bontcheva and Rout,
2013)). The focus of this paper is on information ex-
traction, but other active topics include opinion min-
ing (Maynard et al., 2012; Pak and Paroubek, 2010),
summarisation (e.g. (Chakrabarti and Punera, 2011)),
and visual analytics and user and community mod-
elling (Bontcheva and Rout, 2013). Social media min-
ing is relevant in many application contexts, includ-
ing knowledge management, competitor intelligence,
customer relation management, eHealth, and eGovern-
ment.

Information extraction from social media content
has only recently become an active research topic,
following early experiments which showed this genre
to be extremely challenging for state-of-the-art algo-
rithms (Derczynski et al., 2013a). Simple domain
adaptation techniques (e.g. (Daumé and Marcu, 2007)
are not so useful on this genre, in part due to its un-
usual structure and representation of discourse, which
can switch between one-to-one conversation, multi-
party conversation and broadcast messages. For in-
stance, named entity recognition methods typically
have 85-90% accuracy on longer texts, but 30-50% on
tweets (Ritter et al., 2011; Liu et al., 2012).

This paper introduces the TwitIE information
extraction system, which has been specifically adapted
to microblog content. It is based on the most recent
GATE (Cunningham et al., 2013) algorithms and is
available as a GATE plugin available to download from
https://gate.ac.uk/wiki/twitie.html,
usable both via the GATE Developer user interface
and via the GATE API. Comparisons against other
state-of-the-art research on this topic are also made.

2 Related Work
In terms of Named Entity Recognition (NER), and In-
formation Extraction (IE) in general, microblogs are
possibly the hardest kind of content to process. First,
their shortness (maximum 140 characters for tweets)
makes them hard to interpret. Consequently, ambigu-
ity is a major problem since IE methods cannot easily
make use of coreference information. Unlike longer
news articles, there is a low amount of discourse infor-
mation per microblog document, and threaded struc-
ture is fragmented across multiple documents, flowing
in multiple directions.

Second, microtexts also exhibit much more language
variation, tend to be less grammatical than longer posts,
contain unorthodox capitalisation, and make frequent
use of emoticons, abbreviations and hashtags, which
can form an important part of the meaning.

To combat these problems, research has focused on
microblog-specific information extraction algorithms
(e.g. named entity recognition for Twitter using
CRFs (Ritter et al., 2011), Wikipedia-based topic and
entity disambiguation (van Erp et al., 2013)). Partic-
ular attention is given to microtext normalisation, as
a way of removing some of the linguistic noise prior
to part-of-speech tagging and entity recognition (Der-
czynski et al., 2013a; Han and Baldwin, 2011; Han et
al., 2012).

Named entity recognition of longer texts, such as
news, is a very well studied problem (cf. (Nadeau and
Sekine, 2007; Roberts et al., 2008; Marrero et al.,
2009)).

For Twitter, some approaches have been proposed
but often they are not freely available. Ritter et al. (Rit-
ter et al., 2011) take a pipeline approach performing
first tokenisation and POS tagging before using topic
models to find named entities. Liu (Liu et al., 2012)



propose a gradient-descent graph-based method for do-
ing joint text normalisation and recognition, reaching
83.6% F1 measure.

We have also included in our evaluation of TwitIE, a
Twitter-adapted version of the state-of-the-art Stanford
NER (Finkel et al., 2005), which we trained using both
tweets and newswire. It uses a machine learning-based
method to detect named entities, and is distributed with
CRF models for English newswire text.

NER apart, other actively researched IE topics are
entity disambiguation (e.g. (Davis et al., 2012; van Erp
et al., 2013)), event extraction and summarisation (e.g.
(Becker et al., 2011b; Becker et al., 2011a; Chakrabarti
and Punera, 2011)), and opinion mining (e.g. (Maynard
et al., 2012; Pak and Paroubek, 2010)) to name just a
few. Since at present, TwitIE’s focus is currently on
named entity recognition, we will not compare against
these methods. In future work, TwitIE will be extended
towards entity disambiguation and relation extraction.

3 The TwitIE IE Pipeline
The open-source GATE NLP framework (Cunning-
ham et al., 2013) comes pre-packaged with the AN-
NIE general purpose IE pipeline (Cunningham et al.,
2002). ANNIE consists of the following main process-
ing resources: tokeniser, sentence splitter, POS tagger,
gazetteer lists, finite state transducer (based on GATE’s
built-in regular expressions over annotations language),
orthomatcher and coreference resolver. The resources
communicate via GATE’s annotation API, which is a
directed graph of arcs bearing arbitrary feature/value
data, and nodes rooting this data into document con-
tent.

The ANNIE components can be used individually or
coupled together with new modules in order to create
new applications. TwitIE re-uses the sentence split-
ter and name gazetteer components unmodified, though
we re-trained and adapted all other components to the
specifics of this genre.

The rationale behind adopting the sentence splitter
unmodified, is that in most cases it tends to consider
the text of the entire tweet as one sentence. Due to the
limited local context, this did not present problems for
the later components. Nevertheless, a more in-depth
evaluation of the sentence splitter errors is necessary
and envisaged as part of future work.

Similarly, the reuse of the ANNIE gazetteer lists was
sufficient for the time being, due to their very generic
nature (e.g. country names, days of the week, months,
first names). However, the TwitIE POS tagger does
come with customised in-built gazetteer lists, used for
tagging unambiguous named entities, e.g. YouTube,
Twitter, Yandex (see (Derczynski et al., 2013b) for de-
tails on the lists and how they were created and used).

For the rest of the TwitIE components, adaptation
to the specifics of the microblog genre is required, in
order to address the genre-specific challenges of nois-
iness, brevity, idiosyncratic language, and social con-

text. General-purpose tools (e.g. POS taggers and en-
tity recognisers) do particularly badly on such texts (see
Sections 3.5 and 3.6).

Therefore, we have developed TwitIE – a customisa-
tion of ANNIE, specific to social media content, which
has been tested most extensively on microblog mes-
sages.

Figure 1 shows the TwitIE pipeline and its compo-
nents. TwitIE is distributed as a plugin in GATE, which
needs to be loaded for these processing resources to ap-
pear in GATE Developer. Re-used ANNIE components
are shown in dashed boxes, whereas the ones in dotted
boxes are new and specific to the microblog genre.

The first step is language identification, which is dis-
cussed next (Section 3.2), followed by the TwitIE to-
keniser (Section 3.3).

The gazetteer consists of lists such as cities, organ-
isations, days of the week, etc. It not only consists of
entities, but also of names of useful indicators, such
as typical company designators (e.g. ‘Ltd.’), titles, etc.
The gazetteer lists are compiled into finite state ma-
chines, which can match text tokens. TwitIE reuses the
ANNIE gazetteer lists, at present, without any modifi-
cation.

The sentence splitter is a cascade of finite-state
transducers which segments text into sentences. This
module is required for the POS tagger. The ANNIE
sentence splitter is reused without modification, al-
though when processing tweets, it is also possible to
just use the text of the tweet as one sentence, without
further analysis.

The normaliser, the adapted POS tagger, and named
entity recognition are discussed in detail in Sec-
tions 3.4, 3.5, and 3.6 respectively.

3.1 Tweet Import

The ability to collect corpora is particularly important
with social media. Twitter, for example, currently for-
bids distribution of whole tweets, and so instead tweet
corpora are distributed via tweet ID. Data is delivered
from the Twitter API in JSON format. This is currently
a process external to GATE, although we plan to ad-
dress this in future work.

In the most recent GATE codebase, we added a new
Format_Twitter plugin, which coverts automati-
cally tweets in JSON, into fully-annotated GATE doc-
uments.

The JSON format ceonvertor is automatically asso-
ciated with les whose names end in .json; otherwise
the user needs to specify text/x-json-twitter
as the document mime type. The JSON import works
both when creating a single new GATE document and
when populating a corpus.

Each tweet objects text value is converted into the
document content, which is covered with a Tweet anno-
tation whose features represent (recursively when ap-
propriate, using HashMap and List) all the other key-
value pairs in the tweet JSON object.
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Figure 1: The TwitIE Information Extraction Pipeline

Multiple tweet objects in the same JSON le are sep-
arated by blank lines (which are not covered by Tweet
annotations.

3.2 Language Identification

The TwitIE system uses the TextCat (Cavnar and Tren-
kle, 1994) language identification algorithm, which re-
lies on n-gram frequency models to discriminate be-
tween languages. More specifically, we have integrated
the TextCat adaptation to Twitter (Carter et al., 2013)
which works currently on five languages. It is 97.4%
accurate overall, with per language accuracy ranging
between 95.2% for French and 99.4% for English (Der-
czynski et al., 2013a). These results demonstrate that
language identification is hard on tweets, but neverthe-
less, can be achieved with reasonable accuracy.

Due to the shortness of tweets, TwitIE makes the
assumption that each tweet is written in only one lan-
guage. The choice of languages used for categorisation
is specified through a configuration file, supplied as an
initialisation parameter.

Figure 2 shows three tweets – one English, one Ger-
man, and one French. TwitIE TextCat was used to as-
sign automatically the lang feature to the tweet text (de-
noted by the Tweet annotation).

Given a collection of tweets in a new language,

it is possible to train TwitIE TextCat to support
that new language as well. This is done by us-
ing the Fingerprint Generation PR, included in the
Language_Identification plugin. It builds a
new ngerprint from a corpus of documents.

Reliable tweet language identification allows us to
only process those tweets written in English with the
TwitIE English POS tagger and named entity recog-
niser. This is achieved by making the execution of these
components conditional on the respective tweet being
in English, by using a Conditional Corpus Pipeline.
GATE also provides POS tagging and named entity
recognition in French and German, so it is possible
to extend TwitIE towards these languages with some
training and adaptation effort.

3.3 Tokenisation

Commonly distinguished types of tokens are numbers,
symbols (e.g., $, %), punctuation and words of dif-
ferent kinds, e.g., uppercase, lowercase, mixed case.
Tokenising well-written text is generally reliable and
reusable, since it tends to be domain-independent, e.g.
the Unicode tokeniser bundled with the ANNIE system
in GATE.

However, such general purpose tokenisers need to be
adapted to work correctly on social media, in order to



Figure 2: Example Tweets Annotated for Language

handle specific tokens like URLs, hashtags (e.g. #nl-
proc), user mentions in microblogs (e.g. @GateAcUk),
special abbreviations (e.g. RT, ROFL), and emoticons.
A study of 1.1 million tweets established that 26% of
English tweets have a URL, 16.6% – a hashtag, and
54.8% – a user name mention (Carter et al., 2013).
These elements prove particularly disruptive to conven-
tional NLP tools (Derczynski et al., 2013a). Therefore,
tokenising these accurately is important.

To take part of a tweet as an example:

#WiredBizCon #nike vp said when @Apple
saw what http://nikeplus.com did,
#SteveJobs was like wow I didn’t...

One option is to tokenise on white space alone, but
this does not work that well for hashtags and username
mentions. In our example, if we have #nike and @Ap-
ple as one token each, this will make their recogni-
tion as company names harder, since the named entity
recognition algorithm will need to look at sub-token
level. Similarly, tokenising on white space and punc-
tuation does not work well since URLs become split
into many tokens (e.g. http, nikeplus), as do emoticons
and email addresses.

The TwitIE tokeniser is an adaptation of ANNIE’s
English tokeniser. It follows Ritter’s tokenisation
scheme (Ritter et al., 2011). More specifically, it treats
abbreviations (e.g. RT, ROFL) and URLs as one token
each. Hashtags and user mentions are two tokens (i.e.,
\# and nike in the above example) with a separate
annotation HashTag covering both. Capitalisation is
preserved and an orthography feature added. Normal-
isation and emoticons are handled in optional separate
modules, since information about them is not always
needed. Consequently, tokenisation is fast and generic,

Figure 3: Configuration options for the TwitIE nor-
maliser

while tailored to the needs of named entity recognition.

3.4 Normalisation

Noisy environments such as microblog text pose chal-
lenges to existing tools, being rich in previously un-
seen tokens, elision of words, and unusual grammar.
Normalisation is commonly proposed as a solution for
overcoming or reducing linguistic noise (Sproat et al.,
2001). The task is generally approached in two stages:
first, the identification of orthographic errors in an input
discourse, and second, the correction of these errors.

The TwitIE Normaliser is a combination of a generic
spelling-correction dictionary and a spelling correction
dictionary, specific to social media. The latter contains
entries such as “2moro” and “brb”, similar to Han et
al. (2012). Figure 4 shows an example tweet, where
the abbreviation “Govt” has been normalised to gov-



ernment.
Instead of a fixed list of variations, it is also possi-

ble to use a heuristic to suggest correct spellings. Both
text edit distance and phonetic distance can be used
to find candidate matches for words identified as mis-
spelled. (Han and Baldwin, 2011) achieved good cor-
rections in many cases by using a combination of Lev-
enshtein distance and double-metaphone distance be-
tween known words and words identified as incorrectly
entered. We also experimented with this normalisation
approach in TwitIE, and provide a toy corpus of vari-
ous utterances that require normalisation. This method
has higher recall (more wrong words can be corrected
by the resource) but lower precision (some corrections
are wrong).

3.5 Part-of-speech Tagging

Accuracy of the general-purpose English POS taggers
is typically excellent (97-98%) on texts similar to those
on which the taggers have been trained (mostly news
articles). However, they are not suitable for microblogs
and other short, noisy social media content, where
their accuracy declines to 70-75% (Derczynski et al.,
2013a).

TwitIE contains an adapted Stanford tag-
ger (Toutanova et al., 2003), trained on tweets
tagged with the Penn TreeBank (PTB) tagset. Extra tag
labels have been added for retweets, URLs, hashtags
and user mentions. We trained this tagger using
hand-annotated tweets (Ritter et al., 2011), the NPS
IRC corpus (Forsyth and Martell, 2007), and news text
from PTB (Marcus et al., 1993). The resulting model
achieves 83.14% token accuracy, which is still below
that achieved on news content.

The most common mistakes (just over 27%) arise
from words which are common in general, but do not
occur in the training data, indicating a need for a larger
training POS-tagged corpus of social media content.
Another 27% of errors arise from slang words, which
are ubiquitous in social media content and are also of-
ten misspelled (e.g. LUVZ, HELLA and 2night) and
another 8% from typos. Many of these can be ad-
dressed using normalisation (see Section 3.4). Close
to 9% of errors arise from tokenisation mistakes (e.g.
joined words). Lastly, 9% of errors are words, to which
a label may be reliably assigned automatically, includ-
ing URLs, hash tags, re-tweets and smileys, which we
now pre-tag automatically with regular expressions and
lookup lists.

Another frequently made mistake is tagging proper
noun (NN/NNP) – an observation also made by (Ritter
et al., 2011). Therefore, we use ANNIE’s gazetteer
lists of personal first-names and cities and, in addi-
tion, a list of unambiguous corporation and website
names frequently-mentioned in the training data (e.g.
YouTube, Toyota).

By combining normalisation, gazetteer name
lookup, and regular expression-based tagging of

Twitter-specific POS tags, we increase performance
from 83.14% accuracy to 86.93%. By generating
additional 1.5M training tokens from tweets anno-
tated automatically using two existing POS taggers
(namely (Ritter et al., 2011) and (Gimpel et al.,
2011)), we further improve the performance of our
Twitter-adapted tagger to 90.54% token accuracy using
the PTB tagset (better than state-of-the-art).

Figure 4 shows an example tweet, which has been
tagged both without normalisation (upper row of POS
tags) and with tweet normalisation (the lower row of
POS tags). The word “Govt” is normalised to govern-
ment, which is then tagged correctly as NN, instead of
NNP.

3.6 Named Entity Recognition

Named entity recognition (NER) is difficult on user-
generated content in general, and in the microblog
genre specifically, because of the reduced amount of
contextual information in short messages and a lack of
curation of content by third parties (e.g. that done by
editors for newswire). In this section, we examine how
the default ANNIE named entity recognition pipelines
performs in comparison to a Twitter-specific approach,
on a corpus of 2 400 tweets comprising 34 000 to-
kens (Ritter et al., 2011).

We did not consider Percent-type entity annotations
in these evaluations because there were so few (3 in the
whole corpus) and they were all annotated correctly.
Note also that twitter-specific UserID annotation as a
Person annotation is not included in these results, as
they can be matched using a simple, public regular ex-
pression provided by Twitter, and as a result were all
100% correct.

As we can see in Table 1, the performance of ANNIE
and the Stanford NER tagger degrades significantly
on microblog content, in comparison to newswire,
which motivates the need for microblog domain adap-
tation. Thanks to adaptation in the earlier components
in TwitIE (especially the POS tagger (Derczynski et
al., 2013b)), we demonstrate a +30% absolute preci-
sion and +20% absolute F1 performance increase, as
compared to ANNIE, mainly with respect to Date, Or-
ganization and in particular Person. TwitIE also out-
performs Ritter’s Twitter NER algorithm (Ritter et al.,
2011) and our adaptation of the Stanford NER, which
we trained using both tweets and newswire (see (Der-
czynski et al., 2013a) for details).

However, as shown in Table 1, when compared
against state-of-the-art NER performance on longer
news content, an overall F1 score of 80% leaves notable
amounts of missed annotations and false positives.

Labelling Organizations in tweets proved particu-
larly hard, where errors were often caused by mis-
categorisations. For example, Vista del Lago and
Clemson Auburn were both labelled as Organizations,
when they should have been Locations. Polysemous
named entities were also handled poorly, due to insuf-



Figure 4: Comparing POS Tagger Output: A Normalisation Example

System Precision Recall F1
Newswire

ANNIE 78% 74% 77%
Stanford - - 89%

Microblog
ANNIE 47% 83% 60%
TwitIE 77% 83% 80%
Stanford 59% 32% 41%
Stanford-twitter 54% 45% 49%
Ritter 73% 49% 59%

Table 1: Whole-pipeline named entity recognition per-
formance, before and after genre adaptation. Newswire
performance is over the CoNLL 2003 English dataset;
microblog performance is over the development part of
the Ritter dataset

ficient surrounding disambiguating context (typical in
microblogs). For example, Amazon was labelled as a
Location when it should have been an Organization.
NEs represented in lowercase (e.g. skype) were fre-
quently ignored. However, handling capitalisation is
hard from trivial (Derczynski et al., 2013a) and this
is an area where we plan more future work, combined
with the creation of a larger, human-annotated corpus
of NER-annotated tweets.

4 Conclusion

This paper presented the TwitIE open-source NER
pipeline, specifically developed to handle microblogs.
Issues related to microblog NER were discussed, and
the requirement for domain adaptation demonstrated.
As can be seen from the evaluation results reported
here, significant inroads have been made into this chal-
lenging problem. By releasing TwitIE as open source,
we hope to give researchers also an easily repeatable,
baseline system against which they can compare new
Twitter NER algorithms.

As already discussed, there is still a significant gap in
NER performance on microblogs, as compared against
news content. This gap is due to some degree to in-
sufficient linguistic context and the noisiness of tweets.
However, there is also a severe lack of labeled train-
ing data, which hinders the adaptation of state-of-the-



art NER algorithms, such as the Stanford CRF tagger.
These are all areas of ongoing and future work, as well
as the adaptation of the entire TwitIE pipeline to lan-
guages other than English.
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