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Abstract content

This paper investigates methods and results for
benchmarking textual annotation tools. We de-
fine first some criteria for benchmarking, includ-
ing both performance and usability issues, and
examine those factors which are particularly im-
portant for a user to be able to determine which is
the most suitable tool for their use. We then per-
form a series of experiments on a set of annota-
tion tools, and discuss the results, finally drawing
some conclusions about the future of annotation
tools.

Textual annotation tools are used to populate on-
tologies with instances from text, and/or to an-
notate text with conceptual information from an
ontology. This task forms an important part of
ontology creation and management, by enabling
us to combine and associate existing ontologies,
perform more detailed analysis of the text, and
to extract deeper and more accurate knowledge.
This in turn leads to the development or enhance-
ment of many different kinds of applications such
as semantically-enhanced information retrieval,
question answering, data gathering, business in-
telligence, and so on. However, there exists a va-
riety of annotation tools which have largely been
developed for specific purposes within research
projects. It is difficult for a user to understand
the differences between these tools and to decide
which – if any – of them is most appropriate to
his or her needs. This paper outlines some re-
search we have performed in the context of the
KnowledgeWeb Network of Excellence, in order
to determine some guidelines for benchmarking
annotation tools and to aid the user in finding the
most appropriate tool for their needs.

The tools we have chosen to examine here are the
following: MnM (Motta et al., 2002), OntoMat
(Handschuh et al., 2002), GATE (Cunningham et
al., 2002), KIM (Popov et al., 2004), and Magpie
(Domingue et al., 2004). These have been chosen

for a number of reasons. First, they all perform in
some way annotation of textual data with respect
to an ontology, and are all XML-based. Second,
they are all open source, readily available and do
not require extensive training to use. Third, they
have also been chosen for their diversity: MnM
is a very basic tool which was developed some
years ago largely as proof of concept. It is no
longer maintained, so is a good reflection of the
initial state-of-the-art, and in some way can act
as a baseline. GATE and KIM are quite generic
tools, which are actively maintained and devel-
oped, and are used as the basis of many other
annotation systems. OntoMat and Magpie were
both developed for quite specific tasks rather than
for just general annotation, so it is interesting to
compare them with the more generic tools.

We first discuss the problem of benchmarking
such tools, and the different kinds of require-
ments that a user might have. We can break this
down into issues concerning performance, scal-
ability, usability, and interoperability. It is im-
portant to note that, contrary to most research
projects which aim simply to produce tools with
as high an accuracy as possible, in real life other
factors such as usability and interoperability may
be more important. The nature of natural lan-
guage processing tasks means that the vast ma-
jority are on the one hand intrinsically difficult
for a machine to perform, and yet on the other
hand time-consuming and tedious for a human to
carry out, especially on a large scale. Thus the
most acceptable solution for a user of an annota-
tion tool may simply be to have a tool to aid the
human to perform the task and reduce time and
effort, but which may need some manual post-
editing or intervention. This means that factors
such as usability and suitability for the task, time
taken to learn to use and/or adapt the tool, and in-
teroperability with other tools, may be higher pri-



ority than the actual performance of annotation.
In this paper, we investigate such issues in more
detail, using examples from real annotation tools
and situations.
Second, we investigate the problem of perfor-
mance of annotation tools. While traditional in-
formation extraction tools can be evaluated quite
adequately with metrics such as Precision and
Recall, this is not the case for ontology-based
tools which may offer solutions with varying de-
grees of correctness. For example, classifying a
Researcher as a Professor is not necessarily as
wrong as classifying a Lecturer as a Location,
so some credit could be given for a ”near miss”.
In this paper we propose the use of an evalua-
tion metric, the BDM (Maynard, 2005; Maynard
et al., 2006), which takes into account the onto-
logical similarity of the key (gold standard) and
response (system) result of the annotation, in or-
der to better evaluate its performance. We dis-
cuss the appropriateness of this metric and com-
pare it with other metrics such as a straightfor-
ward distance-based metric and a flat metric such
as traditional Precision and Recall. We compare
the performance of various annotation tools using
such a metric and show how it provides a better
benchmark than traditional metrics.
Finally, we investigate the issues of interoperabil-
ity and scalability of annotation tools, which have
an important bearing on the usefulness of such
tools with respect to their use in a real world in-
dustrial setting rather than simply in a research
environment, i.e. where huge volumes of data
and/or large ontologies are required, and where
the tool is not used as standalone but may be re-
quired to integrate at least its results with that of
other semantic web tools.
We conclude the paper with a summary of the
tools and their appropriateness for different users
and situations. Having investigated various as-
pects of non-performance-related issues such as
general usability, accessibility, interoperability
and so on, we find that we cannot draw any hard
and fast rules, as clearly it depends quite precisely
on the user’s requirements as to which tool best
fulfils their needs according to this aspect. For ex-
ample, GATE is probably the most fully-featured
tool in terms of accessibility, allowing the user to
have control over fonts, colours, text size. How-
ever, its graphics are quirky and unclear, and

actions are almost entirely mouse-driven, forc-
ing users to perform nearly all functions using
a mouse rather than keyboard or alternative in-
put device. On the other hand if a very sim-
ple, easy-to-learn annotation tool is required, then
something like Magpie might be more appropri-
ate. Some problems can of course be overcome
if time and effort is available to be invested: for
example it might be possible to adapt a tool to use
a different ontology format (Magpie and MnM in
the versions we tested were not compatible with
OWL, for example).
With respect to evaluating performance, it is im-
portant to note, as shown in the full paper, that
there is a variety of ways in which to measure
performance, and the choice of measure may be
as dependent on the tool itself as on the aim of
the evaluation. For example, although MnM an-
notates texts with instances from an ontology (as
do the other textual annotation tools) it is al-
most impossible to run – and therefore to eval-
uate it – on an ontology of any significant size
(with more than a very small handful of con-
cepts). As the results from the performance ex-
periments show, however, we can see quite dif-
ferent results on the same tools depending on
which kind of measure we use. For example, we
see with GATE and KIM that using the BDM
metric rather than standard Precision and Re-
call gives us a much better idea of the strengths
and weaknesses of the tools. The difference be-
tween their performance is smaller with the BDM
than with traditional metrics, because KIM actu-
ally finds many entities correctly but misclassi-
fies them. Since partial credit is given for mi-
nor misclassifications, KIM’s scores is therefore
not only better with the BDM, but more similar
to GATE’s than with the traditional metrics, as
GATE has respectively fewer misclassifications
but more missing and spurious entities. In terms
of quality of performance on the dataset used, we
find that GATE outperforms the other tools when
using various Machine Learning algorithms, with
KIM a close second, while MnM struggles to per-
form on any kind of unstructured text. Even when
using datasets and ontologies most appropriate to
the tool in question, we still find that the other
tools are some way behind in performance. We
reiterate, however, that performance is not the
only consideration, and also that some tools may



be designed to be used in conjunction with human
annotation than solely for automatic extraction.

It is clear from the interoperability investigation
that most annotation tools are not really designed
with interoperability in mind, especially as far as
the Semantic Web is concerned. Most current an-
notation tools are based on legacy information ex-
traction tools which do not take ontologies into
account, and have in fact been adapted to perform
ontology-based annotation. For this reason, most
of them were not developed with interoperability
concerns in mind, and the effort to make this pos-
sible can be quite substantial. In fact, only GATE
and KIM were found to be truly interoperable in
terms of OWL import and export, and even then,
some problems were found.

As far as scalability goes, most of the tools exam-
ined here were designed originally as small scale
research prototypes rather than tools for large
scale annotation. Of these, Magpie, GATE and
KIM are the only tools which have really been de-
signed for general purpose use and/or have been
adapted for dealing with large scale real world
applications. Both GATE and KIM perform rea-
sonably well when used with large ontologies and
data sets, although GATE can be quite slow with
large datasets or with complex applications (for
example, there are sometimes problems when us-
ing massive gazetteer lists).

Finally, we also take a look at the future of anno-
tation tools, focusing on the difficulties and prob-
lems still to be surmounted. For example, while
annotation tools have shown much success in real
world applications such as Del.ici.ous, Flickr,
digital libraries such as Perseus, Garlik (which
mines data about consumers present in various
sources including the web), Fizzback (which pro-
vides real-time customer feedback from SMS
and email feeds) and so on, there remain sev-
eral reasons why semantic annotation is not more
widespread. For example, it is still difficult and
time-consuming to produce annotations in open
domains. We propose a solution combining hu-
man annotation with automatic methods. This in
itself is far from new, but what is required (and
currently lacking) is a clear statement of how to
specify and implement new annotation tasks, es-
pecially those oriented towards non-HLT experts.
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