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Abstract

In contrast to expert-based annotation, for
which elaborate methodologies ensure high
quality output, currently no systematic guide-
lines exist for crowdsourcing annotated cor-
pora, despite the increasing popularity of this
approach. To address this gap, we define a
crowd-based annotation methodology, com-
pare it against the OntoNotes methodology for
expert-based annotation, and identify future
challenges for crowd-based annotation.

1 Introduction

Over the past ten years, Natural Language Pro-
cessing (NLP) research has been driven forward
by a growing volume of annotated corpora, pro-
duced by evaluation initiatives such as ACE (ACE,
2004), TAC (www.nist.gov/tac), SemEval and Sen-
seval (www.senseval.org). These corpora have been
essential for training and domain adaptation of NLP
algorithms and their quantitative evaluation, as well
as for enabling algorithm comparison and repeat-
able experimentation. In order to ensure linguis-
tic annotation of consistently high quality, organ-
isations (e.g., the Linguistic Data Consortium -
www.ldc.upenn.edu) and large annotation projects
such as OntoNotes (Hovy et al., 2006; Hovy, 2010))
have developed elaborate expert-based corpus anno-
tation methodologies. Such methodologies, in con-
junction with linguistic encoding standards, corpus
interchange formats and effective tool support are
essential for rigorous, replicable, and high quality
annotation – a process referred to as “the science of
annotation” (Hovy, 2010; Stede and Huang, 2012).

A disadvantage of expert-driven and tightly con-
trolled annotation methodologies is that they tend to
be expensive, both in terms of the time required to
produce large corpora, and in price per word anno-
tated. The latter can vary between $0.36 and $1.0
(Zaidan and Callison-Burch, 2011; Poesio et al.,
2012), which is unaffordable for corpora consisting
of millions of words.

Commercial crowdsourcing marketplaces, in con-
trast, can be 33% cheaper than in-house employ-
ees when applied to tasks such as tagging and clas-
sification (Hoffmann, 2009). Consequently, NLP
researchers have started experimenting with Ama-
zon Mechanical Turk (AMT) and game-based ap-
proaches (Poesio et al., 2012) as less expensive ap-
proaches to corpus annotation through distributed
human effort (see Section 2). Despite the growing
popularity of crowdsourcing for annotation (Fort et
al., 2011), no methodological guidelines exist for
the application of this paradigm. Researchers and
practitioners alike lack clear answers to the follow-
ing two questions:

• (Q1) Based on current best practice, what
does a repeatable, step-by-step methodology
for crowdsourcing annotated corpora look like?

• (Q2) How does a crowd-based annotation
methodology differ from an expert-based one?

The contribution of this paper is in defining a
methodological framework for corpus annotation
through crowdsourcing (Q1, Section 4). The ref-
erence point is the OntoNotes expert-based annota-
tion methodology (Hovy et al., 2006; Hovy, 2010),



which is modified to support the crowdsourcing pro-
cess where remote, self-motivated, non-expert an-
notators carry out micro-annotation tasks. We dis-
cuss the differences between the two methodologies
throughout the paper (as for Q2) and conclude with
remaining challenges for crowd-based annotation.

2 Crowdsourcing for NLP

Three crowdsourcing genres have been used for cor-
pus annotation and are presented in decreasing order
of adoption by the NLP community (see Table 1).

In mechanised labour, contributors are extrin-
sically motivated through economic incentives and
they carry out small tasks (or micro-tasks) in re-
turn for a small amount of money (micro-payments).
Most NLP projects use crowdsourcing marketplaces
(mostly AMT and CrowdFlower (CF)), which allow
requesters to post their micro-tasks in the form of
Human Intelligence Tasks (HITs) to a large popula-
tion of micro-workers (Callison-Burch and Dredze,
2010a). For example, Snow et al. (2008) collect
event and affect annotations, while Lawson et al.
(2010) and Finin et al. (2010) annotate special types
of texts such as emails and Twitter feeds, respec-
tively. Challenges include low quality output due to
the workers’ purely economic motivation, high costs
for large tasks (Parent and Eskenazi, 2011), and eth-
ical issues (Fort et al., 2011).

In games with a purpose (GWAPs) (von Ahn and
Dabbish, 2008), contributors carry out annotation
tasks as a side effect of playing a game. Compared
to paid-for marketplaces, GWAPs: (i) reduce costs
and the incentive to cheat as players are intrinsically
motivated; and (ii) promise superior results, due to
motivated players and better utilization of sporadic,
explorer-type users, e.g., games may provide a larger
variety of contributors and can reach more individ-
uals than AMT (Parent and Eskenazi, 2011). Ex-
amples of GWAPs for annotation include Phratris
for annotating sentences with syntactic dependen-
cies (Attardi, 2010), PhraseDetectives (Poesio et al.,
2012) to acquire anaphora annotations, and Senti-
ment Quiz (Scharl et al., 2012) to annotate sentiment
in political texts. Designing appealing games and at-
tracting a critical mass of players are among the key
success factors within this genre (Wang et al., 2012).

In altruistic crowdsourcing, tasks are carried out

by volunteers (VOL in Table 1). For example,
Chklovski and Mihalcea (2002) rely on volunteers
to tag words with WordNet senses. Challenges in-
clude identifying a worthy cause that would appeal
to many and fostering community building.

3 Related Work

In terms of annotation methodologies, there has
been a shift from centrally managed, collocated
expert annotator teams (e.g., OntoNotes) towards
tightly managed but distributed annotator teams,
where experts are mainly involved as project man-
agers or adjudicators (Bontcheva et al., 2010).
Crowdsourcing is the next logical step towards
weakly managed, distributed, self-selected non-
expert contributors, where high redundancy, sophis-
ticated review workflows, and well-crafted micro-
task design can ensure good quality annotation re-
sults and replace the detailed annotation task defi-
nitions and extensive annotator training required by
expert-based approaches.

As the practice of using crowdsourcing for cor-
pus annotation has become more widespread, re-
searchers have started sharing some recommenda-
tions, resembling embryonic methodological guide-
lines (Callison-Burch and Dredze, 2010a; Poesio
et al., 2012; McCreadie et al., 2012; Negri and
Mehdad, 2010; von Ahn and Dabbish, 2008; Zaidan
and Callison-Burch, 2011). However, these find-
ings, while valuable, typically reflect experiences
with solving a particular task, using one crowdsourc-
ing genre. The meta-review of Wang et al. (2012)
discusses the trade-offs of the three crowdsourc-
ing genres, alongside dimensions such as contribu-
tor motivation, setup effort, and human participants.
While this review answers some of the methodolog-
ical questions, it does not provide a step-by-step
methodology on how to setup, execute, and manage
a complete crowdsourcing annotation project.

4 A Generic Crowdsourcing Methodology
for Corpus Annotation

OntoNotes and other similar expert-based method-
ologies (Hovy, 2010) distinguish five conceptual
stages of the corpus annotation process, shown in
the left side of Figure 1. A corresponding crowd-
based corpus annotation methodology is outlined in



the right-hand side of Figure 1, based on generalis-
ing our experience with crowdsourced corpus acqui-
sition1 and a meta-analysis of other crowdsourcing
projects (see Table 1). Overall, the same five high-
level stages apply, although there are key differences
in the issues that are addressed under each stage, as
discussed in the remainder of this section.

4.1 Theory Stage
During the theory stage, expert-based methodolo-
gies choose what linguistic phenomena are anno-
tated, define the formal annotation schemas, develop
detailed annotator guidelines including examples,
and fine-tune these with the expert annotators until a
very high level of inter-annotator agreement (IAA)
is reached (over 90% in OntoNotes).

In contrast, the main challenge in the crowd-based
methodology lies in choosing the appropriate crowd-
sourcing genre and subsequently in decomposing
the chosen NLP problem (e.g., relation annotation)
into a set of simple tasks (possibly arranged in work-
flows), which can be understood and carried out
by non-experts with minimal training and compact
guidelines. This stage also focuses on a first setup
of the task parameters, and on detailing the reward
scheme of the project. Most crowdsourcing papers
do not report on testing the annotation guidelines for
improving IAA, although some envision introducing
such a preparatory phase to measure the obtainable
IAA values and to set up the micro-tasks accordingly
- i.e., focusing on coverage with few annotators for
high IAA tasks, and on consensus among many an-
notators for low IAA tasks (Brew et al., 2010).

4.1.1 Select Crowdsourcing Genre
In the context of corpus annotation, there is no

clear winner. All crowdsourcing genres have their
pros and cons, which need to be considered against
the goals, size, and timescale of a specific project
(Wang et al., 2012). As a general guideline, if a
small-scale resource is acquired, and there is not
enough time for lengthy prior work, such as building
a gaming or voluntary participation system, mecha-
nised labour is preferable. For acquiring large-scale
resources (that would be expensive even given the
cost reductions of AMT) and solving complex tasks
that are hard to explain to turkers and would rather

1References withheld to preserve author anonymity.

benefit from a more specialized contributor popula-
tion, one should consider using GWAPs or voluntary
projects, which despite the initial time and monetary
investments can provide long-term and high-quality
results virtually for free (Poesio et al., 2012).

4.1.2 Decompose NLP Problems into Tasks
Different types of linguistic annotation have been

solved to date using crowdsourcing including clas-
sification, where a category or a numeric value is
assigned to a string in a text, and relation anno-
tation, a task concerned with determining whether
typically discontiguous chunks of text are related,
and how (e.g., marking up co-reference). Eickhoff
and de Vries (2012) distinguish two types of crowd-
sourcing tasks: closed class and open class ques-
tions. Classification NLP problems are usually bro-
ken down into closed class questions where contrib-
utors must either: (i) select between a set of values
such as named entity types (Finin et al., 2010) or
word senses (Snow et al., 2008); or (ii) provide nu-
meric ratings within a pre-set range; e.g., in senti-
ment annotation problems, where this option emu-
lates the subjective nature of the task (Scharl et al.,
2012). Relation annotation has been solved either by
using closed class questions, e.g., textual entailment
and event annotation (Snow et al., 2008), or through
game metaphors, e.g., anaphora (Poesio et al., 2012)
and dependency parsing annotation (Attardi, 2010).

Challenging annotation tasks can be carried out
effectively by decomposing them into well designed,
simpler tasks, arranged into workflows. Currently
employed workflows vary in their complexity from
simple create-verify workflows (e.g., PhraseDetec-
tives is structured into two tasks, one for detect-
ing markables and a second one for verifying the
originally provided annotations (Chamberlain et al.,
2009a)) to complex workflows consisting of three or
more stages (Negri et al., 2011). The integration of
crowdsourcing within larger NLP pipelines can in-
volve active learning workflows which leverage ma-
chine classifiers to select the most informative sam-
ples (Laws et al., 2011; Brew et al., 2010).

4.1.3 Design Crowdsourcing Tasks
Crowdsourcing task definitions need to address a

number of key issues:
How many workers should be assigned per task?



Figure 1: A comparison of workflows in expert-based (Hovy, 2010) versus crowdsourced annotation.

Collecting redundant answers is a common quality
assurance technique, both in expert-based projects
and especially in crowd-based approaches, where
the expertise of the contributors cannot be assessed
and controlled easily. Indeed, Sheng et al. (2008)
show that, when labels are noisy, multiple labels are
preferable to single ones, already when using a sim-
ple round-robin mechanism to collect them. The op-
timal number of contributors per crowdsourcing task
depends on the complexity of the annotation prob-
lem (see Table 1). For instance, Snow et al. (2008)
find that, although they collect ten labels per task,
for affect recognition, on average four non-expert
labels per item suffice to reach expert-level quality.
Lawson et al. (2010) experimentally show that the
number of required labels varies even for different
aspects of the same NLP problem, as they achieve
good results with only four annotators for Person
type NEs, but require six for Location and seven for
Organization Type NEs. An alternative is to request
additional annotations when there is a tie (Poesio et
al., 2012), thus varying the number of labels depend-
ing on the ambiguity of individual annotation items.

How many categories should a classification task
provide? Experience from expert-based annotation
(Hovy, 2010) has shown that annotators should not

be asked to choose from more than ten, ideally
seven, categories. In contrast, crowdsourcing tasks
typically present even fewer classification choices,
in most cases ranging between two (binary choice)
and four categories. Some researchers justify this re-
duction as a means to make the task simple enough
to be suitable for non-expert annotators. For ex-
ample, Snow et al. (2008) reduce the event order-
ing task from 14 to two relations. Experimental re-
sults on AMT support this finding: as the number
of choices increases, annotation quality deteriorates
(Fort et al., 2011; Hong and Baker, 2011).

How to reward contributors? Determining the
scoring mechanism and the reward value (in game
points or money) have a critical influence on the
timely completion of the task and the quality of
the gathered data. Deciding on when to reward
(or penalize) a contributor’s decision is a complex
question, especially when the correct answer is not
known or multiple answers are possible. If (some
of) the answers are known a-priori, then compar-
ative scoring can be applied, where answers that
agree with a gold standard are rewarded. Otherwise,
one can award the answers on which most contribu-
tors agree thus using collaborative scoring, e.g., in
the advanced levels of PhraseDetectives, scores in-



crease over time as more players agree with each
other (Chamberlain et al., 2009b). Determining how
much to award is a hotly debated issue. Generally,
low-paying jobs will not attract enough workers to
complete the task quickly, while over-average pay-
ments attract cheaters and encourage quantity rather
than quality (Mrozinski et al., 2008; Feng et al.,
2009). Awards are therefore best fine-tuned for each
project, as part of a pilot run (Section 4.2.3).

How to split longer documents across crowd-
sourcing tasks? When longer documents are be-
ing annotated, e.g., emails (Lawson et al., 2010) or
Wikipedia articles and book excerpts (Poesio et al.,
2012), one needs to decide whether to put the entire
document into a single, large crowdsourcing task; to
split it into smaller parts – one per task (e.g., at para-
graph or sentence level); or to avoid including in the
corpus any documents above a certain size. Lawson
et al. (2010) for example, did not include in their
corpus emails which were too short (under 60 char-
acters) or overly long (over 900 characters). These
restrictions did not compromise their aim (learning
to recognise NEs in email), however, such approach
could introduce bias in cases where the goal is to
study linguistic phenomena across diverse kinds of
text. In contrast, PhraseDetectives (Poesio et al.,
2012) splits larger texts into paragraphs, each be-
coming a separate game unit. This has, however,
caused a problem for long-distance anaphora, where
the antecedent is not present in the current paragraph
and hence cannot be selected by the player. In gen-
eral, given the limited time spent on each annotation
task, text length should be kept reasonably short,
without compromising accuracy.

Games are subject to additional design issues such
as their visual appeal, the level of player interaction,
and the specific timing of tasks (Vickrey et al., 2008;
Poesio et al., 2012; von Ahn and Dabbish, 2008).

4.2 Preparation Stage

At the preparation stage, expert-based methodolo-
gies carry out corpus collection, data cleaning, and
pre-processing; reuse or build their own annotation
user interface; and hire and train expert annotators
and managers. To lower the annotation costs, some
projects opt for automatic pre-processing, so expert
annotators can then focus on correction rather than
on manual annotation from scratch. In comparison,

this stage in the crowdsourcing methodology is sig-
nificantly more challenging. Firstly, automatic tools
for pre-processing and mapping between linguistic
data structures and crowdsourcing tasks need to be
implemented. Secondly, often the annotation and
management interfaces need to be designed and de-
veloped as well. Finally, running a pilot version of
the project is needed to fine-tune task parameters.

4.2.1 Collect and Pre-process Corpus
While the corpus selection process is similar to

the one performed in traditional annotation, crowd-
sourcing approaches in general and GWAPs in par-
ticular should select documents that are interest-
ing to the contributors, thus providing an addi-
tional incentive mechanism (Chamberlain et al.,
2009b). Pre-processing pipelines can be built
using open-source NLP tools such as openNLP
(opennlp.apache.org) or GATE (Cunningham et al.,
2011). Poesio et al. (2012) underline the importance
of ensuring a high quality pre-processing pipeline as
the quality of the annotation data “greatly affects the
experience of players”. In fact, to account for the
high error rate of their pre-processing pipeline (4.5
errors per text), they resort to manually correcting
these errors first.

The generation of the individual crowdsourcing
tasks is an ad-hoc process, which is currently solved
differently, and independently, by each project. Both
AMT and CF accept .csv files as input, but the trans-
formation of the corpus into this format remains the
responsibility of each project. This, in particular,
is one open area, where NLP infrastructural support
could help significantly.

4.2.2 Build Annotation and Management
Interfaces

Annotation interfaces can easily be created with
the facilities offered by AMT and CF, with the ex-
ception of a few projects which rely on more sophis-
ticated interfaces and use the crowdsourcing plat-
forms only for recruiting and paying contributors
(marked with * in Table 1). In both cases, a defen-
sive task design should be adopted to reduce cheat-
ing. For instance, Laws et al. (2011)’s radio but-
tons based interface attracted high volumes of spam,
driving down the overall classification accuracy to
only 55%. Extending that interface with explicitly



verifiable questions then increased accuracy up to
75%. As discussed by Wang et al. (2012), the in-
terface setup effort is highest for GWAPs and volun-
teer applications, since there are no easily reusable
annotation toolkits currently available.

Management interfaces support NLP researchers
in monitoring the status of their crowdsourcing
projects, and in fine-tuning the task details including
the selection and screening of contributors. Game
and volunteer-based projects must build these inter-
faces from scratch, e.g., Poesio et al. (2012) built
extensive management interfaces for PhraseDetec-
tives. CF and AMT support requesters through the
life-cycle of the crowdsourcing process including
acquisition interface design, HIT population, job
and worker management (job progress, result eval-
uation, workers’ trust level and accuracy).

4.2.3 Run Pilot Studies
Small scale pilot runs are recommended in or-

der to test the task definitions, to ensure that the
appropriate task granularity and annotator instruc-
tions are chosen, and to fine-tune the parameters of
the crowdsourcing project. Indeed, almost half of
the approaches in Table 1 report on performing a
pilot. Feng et al. (2009) advocate the introduction
of a pilot phase (or Validation phase) during which
small scale experiments are performed on a frac-
tion of the data to determine the optimal parameters
(e.g., payment, number of annotators) for achieving
high quality output and short turn-around times. In
contrast to OntoNotes, crowdsourcing pilots require
that the complete annotation project is in place, and
therefore they are performed in the “Preparation”
rather than in the “Theory” stage. If the pilot is
unsuccessful, the Theory stage needs to be revisited
and the micro-tasks redesigned accordingly.

4.3 Annotation Stage

The annotation stage in expert-driven methodolo-
gies is typically the costliest and most time consum-
ing. It consists of three kinds of tasks: data annota-
tion, annotator management (including progress and
IAA monitoring, reconciliation and adjudication,
bias avoidance), and feedback meetings. Choices
that need to be made include whether the entire cor-
pus is to be annotated multiple times to allow for
a reconciliation and verification step (higher quality,

but higher costs) or whether after a certain IAA level
is achieved on some of the corpus (e.g., 90%), it is
sufficient to have one annotator per document. This
stage typically relies on reusable tools for IAA cal-
culation, data and annotation storage and progress
monitoring (Hovy, 2010; Bontcheva et al., 2010).

The annotation phase of the crowdsourcing
methodology denotes the actual crowdsourcing ex-
ecution step, which can be shorter and more in-
tense than the corresponding stage in expert-based
projects, since smaller tasks can be completed
within minutes (Snow et al., 2008). It consists
of three broadly similar tasks, which are complex
due to the decentralised nature of crowdsourcing
and the relative lack of reusable workflow defini-
tion, task management and quality assurance inter-
faces. While in expert-based methodologies an-
notators are recruited and trained prior to the ac-
tual annotation task, this is not the case in crowd-
sourced projects where contributors are recruited,
screened, and trained during the annotation phase.
Another major difference is that additional effort is
required to retain contributors, especially in GWAPs
and volunteer projects. Besides continuous contrib-
utor management (Section 4.3.1), task management
in crowdsourcing projects, including execution, al-
location, prioritisation, and monitoring, is also a ma-
jor challenge, as is the estimation of overall comple-
tion time (Section 4.3.2). Quality control is an in-
tegral part of the annotation process (Section 4.3.3),
utilizing various techniques to ensure the collection
of quality data.

4.3.1 Recruit and Manage Contributors
Recruitment. Projects deployed on mechanised

labour platforms (MLP in Table 1) recruit their con-
tributors from the platform’s large and varied worker
base. GWAPs should use multi-channel advertise-
ments for attracting contributors, e.g., Chamberlain
et al. (2009b) advertised PhraseDetectives on local
and national press, science websites, blogs, book-
marking websites, gaming forums, social network-
ing sites. Adverts can be repeated periodically and
coupled with higher reward levels, which generates
steep increases in the number of contributors and
annotations (Poesio et al., 2012). Games can also
leverage the viral mechanisms of social network-
ing (SN) sites, e.g., Sentiment Quiz (Scharl et al.,



2012) and the Facebook version of PhraseDetectives
(Chamberlain et al., 2012).

Screening. Some of the projects that run on
crowdsourcing marketplaces screen their workers,
typically based on their prior performance (or ac-
ceptance rate, AR in Table 1), geographic origin
(LOC), and task specific competency tests (COMP).
Although a worker’s prior acceptance rate is a key
filtering mechanism in AMT, it cannot be used re-
liably on its own and should be complemented by
other filters, such as geographic location (Eickhoff
and de Vries, 2012). Extensive screening, however,
can lead to slower task completion times, so filtering
through task-design is preferable (see Section 4.1.3).

Training prepares the contributors for the annota-
tion task. GWAPs can include a user training stage
in which player answers are contrasted against a
gold standard (GS) and feedback is provided to play-
ers, in order to train them for the task (Chamberlain
et al., 2009a). Mechanised labour projects can train
workers through concise instructions (instr) and/or
by embedding gold standard examples within jobs.
One advantage of CF over AMT is that it offers im-
mediate feedback when workers complete a “gold”-
unit, thus continuously training them.

Expert-based methodologies also rely heavily on
annotator training (coupled with detailed annota-
tion guidelines) in order to ensure high levels of
inter-annotator agreement. However, as discussed
by Stede and Huang (2012) and Hovy (2010), there
is a fine balance between annotator training and in-
troducing bias. In the context of crowdsourcing,
an overzealous contributor could introduce bias in
the annotated corpus, by carrying out most of the
work. Statistics from AMT (Fort et al., 2011) and
GWAPs (Poesio et al., 2012) have shown that there
are indeed a small number of contributors who carry
out the majority of tasks (paid HITs or hours play-
ing). However, currently there is no mechanism to
restrict input size, this being yet another open issue,
where significant improvements could be made by
building more sophisticated infrastructural support.

Profiling. Another way to combat annotator bias
is through contributor profiling, as an intrinsic part
of the quality control mechanisms. One approach
is to collect contributor-specific information as part
of the crowd-sourcing tasks, e.g., whether workers
are native speakers, for how many years they speak

a language. Alternatively, Snow et al. (2008) pro-
pose a probabilistic model for correcting annotator
bias for categorical data, which models the reliabil-
ity and bias of individual workers (as some embry-
onic profiling). PhraseDetectives maintains a black-
list of low-trust players and discards their data.

Retention. Game based and altruistic projects
are often hampered by the “volunteer attrition” phe-
nomenon as their contributions “tend to quickly di-
minish over time”(Lieberman et al., 2007). To ad-
dress this problem, games adopt techniques such as
providing lively and continuous feedback to players
and engaging in ongoing advertisement campaigns
through their entire life-time (Poesio et al., 2012).
Game design elements such as levels and leader-
boards function as targets towards which players
play, evidence showing that most play just enough in
one sitting to pass to the next level (von Ahn, 2006;
von Ahn and Dabbish, 2008). Mechanised labour
projects can also build a community of trusted work-
ers by offering bonuses and maintaining construc-
tive communication with workers (Comm, Table 1).

4.3.2 Manage and Monitor Crowdsourcing
Tasks

Task management ensures the optimal execu-
tion of crowdsourcing tasks and relies, primarily,
on management interfaces offered by mechanised
labour platforms or custom built tools for this pur-
pose (Section 4.2.2). Managing the inputs to the
annotation process includes the creation of task
batches as well as correcting errors from the pre-
processing pipelines (Poesio et al., 2012). The allo-
cation of contributors to crowdsourcing tasks varies
from filtering them based on specified screening cri-
teria to more complex mechanisms where they are
prevented from participating in tasks for which they
have an obvious conflict of interest, e.g., validating
their own annotations. This stage also includes mon-
itoring the status of the task for estimating comple-
tion times and for fine-tuning task parameters.

4.3.3 Ensure Quality Control
Similar to expert-based approaches, ensuring that

the produced annotations are of high quality is a ma-
jor focus of the annotation stage of crowdsourcing
projects. However, while expert-based approaches
aim to guide annotators (prevent bias, reconcilia-



tion of results, feedback meetings), crowdsourcing
projects try to identify and exclude unreliable con-
tributors and flawed results as early as possible in the
annotation process, thus saving important resources
in terms of time and money.

Gold standard techniques (GS in Table 1) allow
mixing known answers into the HITs in order to
identify how well workers perform. In some cases
this technique allows filtering out low-performing
workers already during the annotation process it-
self (discussed here) while in other cases it is only
used post-annotation (Section 4.4.1). The gold-unit
functionality of CF provides immediate feedback to
workers when they solve a gold-unit thus permit-
ting to exclude (and not pay for) flawed answers as
soon as they are provided. PhraseDetectives exem-
plifies this technique with a GS-based training phase
that allows excluding unprepared workers, e.g., only
3000 players out of 8000 registered players passed
this stage (Poesio et al., 2012).

Multilevel review techniques rely on create-verify
workflows (and iterations over those) until the de-
sired quality is obtained. PhraseDetectives’ two
stages correspond to such a workflow (WF in Table
1). Negri and Mehdad (2010) have shown that this
technique leads to better and cheaper results than
collecting redundant labels. Further improvements
can be achieved when the data points to be labelled
are carefully chosen, e.g., by active learning (AL).

4.4 Evaluation Stage

The evaluation stage in expert-driven methodologies
involves assessing annotator performance over time,
inter-annotator trends, corpus characteristics (imbal-
ance, sufficient size), and measuring how machine
learning methods perform on this corpus. In the
crowdsourcing case, the challenge lies in evaluating
and aggregating the multiple contributor inputs into
a consistent corpus (Sections 4.4.1), and in assessing
the quality of this corpus (Section 4.4.2).

4.4.1 Evaluate and Aggregate Annotations
One approach to evaluating individual annota-

tions is to compare them against the annotations of
other workers in order to detect the right answer as
well as the workers that consistently provide poor
results. Majority voting (MV) is a popular technique
to select those contributions that are likely to be cor-

rect, e.g., (Snow et al., 2008). If a majority vote
cannot be reached, ties can be drawn at random or
additional annotations can be collected, e.g., 8 + 4
in (Poesio et al., 2012). An alternative technique is
to maintain contributor profiles (Prof. in Table 1)
and to exclude the labels of low-rated ones, as ex-
emplified in Section 4.3.1. Profiles can be built by
comparing the worker labels to gold standard units.
For example, Hsueh et al. (2009) detect workers that
provide the most noisy annotations by measuring the
deviation from gold standard labels and then sum-
ming up individual deviations for each worker.

Aggregating multiple, variable-quality annota-
tions into a corpus has been analysed earlier by
(Dawid and Skene, 1979; Smyth et al., 1994), and
gained increased importance with the advent of
crowdsourcing where the number and heterogene-
ity of labels is significantly higher than in expert
based approaches (Hsueh et al., 2009; Snow et al.,
2008). Since many approaches rely on choosing
from a set of categories, the most popular aggrega-
tion method is that of majority voting where the cat-
egory chosen by most contributors is selected (this
implicitly validates the contributions as discussed
earlier). Projects that elicit a numeric value within a
range average individual contributions to obtain the
final value (Snow et al., 2008). Less frequently used
strategies include (i) collection, when all judgements
are added to the existing base, e.g., to provide infor-
mation about ambiguous cases such as in anaphora
resolution (Poesio et al., 2012), and (ii) relying on
platform specific mechanisms, e.g., CF.

4.4.2 Evaluate Overall Corpus Characteristics

As in expert-based approaches, crowdsourcing
projects should dedicate ample effort on evaluat-
ing the overall corpus quality. A common tech-
nique is that of measuring inter-annotator agreement
(IAA) among the crowd-workers and between ex-
perts and individual and group contributions (Snow
et al., 2008). Depending on the NLP task, Co-
hen’s kappa (for two contributors), Fleiss’s kappa
(for more contributors), or F-score can be used. An-
other frequent approach is to measure the perfor-
mance of NLP tools trained on the crowdsourced
corpus (Task). Manual evaluation is less popular.
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4.5 Delivery Stage

The final delivery stage is common to both method-
ologies and is concerned with issues such as corpus
encoding standards (e.g., ISO/TC 37/SC 4 (Ide and
Romary, 2004)), licensing terms, distribution meth-
ods, and contributor anonymity. Crowdsourcing
projects can reuse many existing tools and licenses
here, although if full provenance and multiple anno-
tator versions are to be encoded, some extensions
might be required including considerations about
contributor acknowledgement, anonymity, and con-
sent to the chosen licensing terms. The latter is-
sues have not yet received sufficient consideration
by most NLP crowdsourcing projects.

The first question is how to acknowledge crowd
contributions to the annotated resource. While no
clear guidelines exist, volunteer projects from other
research fields already include the crowd as an au-
thor (Cooper et al., 2010; Kawrykow et al., 2012).

Secondly, some contributors may wish to remain
anonymous. While paid-for marketplaces go some
way towards addressing worker privacy, these are
not always sufficient. GWAPs embedded within
social platforms (where many users use their real
names) need to implement safeguards, so that con-
tributor anonymity can be maintained.

The third issue is corpus licensing terms and con-
sent; i.e., making it clear to users that by participat-
ing and contributing knowledge for scientific pur-
poses, they also agree to a defined license for cor-
pus sharing and use of their work. Volunteer-based
projects typically use open licenses, such as Creative
Commons and gain contributor consent (Abekawa et
al., 2010). In contrast, NLP GWAPs tend to mostly
emphasize the scientific purpose of the game, but
fail to gain licensing consent. Therefore, gaining
explicit contributor consent to the corpus licensing
terms is an important methodological step, which
unfortunately has mostly been overlooked. We
also recommend that crowdsourcing projects adopt
a clearly stated and open license.

5 Conclusions and Outlook

Annotation science and repeatable, expert-based
methodologies such as OntoNotes have evolved in
response to the need for creating large, high-quality
annotated corpora for training and evaluating NLP

algorithms. While crowdsourcing is increasingly re-
garded as the way to scale up NLP corpus annotation
in an affordable manner, researchers have mostly
used this paradigm to acquire small- to medium-
sized corpora. The contribution of this paper lies
in defining a corpus annotation methodology for
crowdsourcing, as the first step towards enabling
scalability, repeatability, and high quality outcomes.

The next step forward would be to make freely
available reusable task definitions and crowdsourc-
ing workflow patterns. Researchers are already start-
ing to define workflow templates that perform best
for a given task, e.g., for crowdsourced translations
(Zaidan and Callison-Burch, 2011). In the game-
based crowdsourcing genre, Poesio et al. (2012)
state that their game could easily be reused and
adapted to NLP annotations which require several
sections of texts to be linked together with a relation-
ship. Similarly, task templates can often be made
language agnostic and thus easily re-used across lan-
guages, e.g., for AMT (Madnani et al., 2010; Irvine
and Klementiev, 2010) and for GWAPs (Poesio et
al., 2012; Scharl et al., 2012).

The biggest challenge for crowdsourcing projects
is that the cost to define a single annotation project
could sometimes outweigh the benefits. Future work
should address this challenge by providing a generic
crowdsourcing infrastructure for corpus annotation,
where the different crowdsourcing genres could be
combined seamlessly, i.e., annotations could be
sourced via marketplaces, GWAPs, and volunteers
simultaneously. In addition, such infrastructure
would help with sharing information about contrib-
utor profiles, annotator capabilities, past training,
and history from previously completed projects. It
could help prevent annotator bias and minimise hu-
man oversight required, by implementing more so-
phisticated crowd-based annotation workflows, cou-
pled with in-built control mechanisms (e.g., no sin-
gle annotator is allowed to carry out more than 30%
of all tasks). Such infrastructure would implement
reusable, automated methods for quality control and
aggregation and make use of the emerging reusable
task definitions and workflow patterns. A tight in-
tegration with existing NLP infrastructures such as
GATE and UIMA (Ferrucci and Lally, 2004) would
provide support for semi-automatic pre-processing
in a principled, reusable way.
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