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GATE – 
a General Architecture for Text Engineering

http://gate.ac.uk/
GATE is an architecture, development environment and framework for building systems that process human language. It has been in development at the University of Sheffield since 1995, and has been used for many R&D projects, including Information Extraction in multiple languages, from multimedia sources, and for multiple tasks and clients.

GATE is free Java software under the GNU library licence, and is a stable, robust, and scalable infrastructure for Natural Language Engineering, which allows users to focus on NLE tasks, while mundane tasks like data storage, format analysis and data visualisation are
handled by GATE. The new version is bundled with NLE components that will enable you to reliably process documents, including Web documents supplied as URLs, and obtain information such as the sentences they contain, person names, organisations, etc., and to export this data as DAML+OIL or RDF. This set of reusable NLE components can also be
embedded in your own applications (current examples include summarisation systems, document indexing, knowledge management). GATE also provides standard tools for manual annotation and performance evaluation, ontology editing and automated population, and Information Retrieval. GATE and its NLE components have been successfully used in a
large number of research projects and commercial applications.

Features

· An architecture that describes NLE systems (including embedded systems) as components, and that defines a set of use cases for NLE infrastructure. 

· A framework, or class library, that implements the architecture. 

· A graphical development environment built on the framework. 

· Re-taskable components (Java beans), including GUI components. 

· Web-loaded components (over HTTP, with XML configuration). 

· Distributed data storage in Oracle or PostgreSQL (over JDBC).

· Annotation model: "standoff markup", isomorphic with ATLAS, compatible with XCES, typing based on XSchema .

· Annotation differences viewer, regression test tool and automated accuracy measurement. 

· XML I/O and interoperation with XSLT and X-PATH.

· JAPE, a pattern language for Finite State Transduction over annotation. 

· ANNIE, A Nearly-New Information Extraction system. 

· Support for Ontology Language Resources. 

· Integration of the Protégé Ontology editor. 

· An Ontological Gazetteer for attaching instances of concepts in texts to Ontologies. 

· RDF or DAML+OIL export for automatic creation of Semantic Web content. 

· Support for Information Retrieval (IR) systems. 

· Integration of the Lucene IR engine, with full text retrieval over annotations.

· Hidden Markov Model Processing Resources.

· WordNet support via JWNL. 

· Gazetteer and Ontological Gazetteer editing. 

· A bootstrap tool for creating new Language Resources and Processing Resources 
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Figure 1: GATE annotation viewer/editor

Contact

Dr. Hamish Cunningham 

Senior Research Scientist, Department of Computer Science, University of Sheffield, UK.

Email: hamish@dcs.shef.ac.uk. Web: http://gate.ac.uk/hamish. Phone: +44 114 222 1891

Scientific Research – http://gate.ac.uk/science.html
GATE has these benefits for scientists performing experiments with language and computation: 

· Repeatability
By making it easier to repeat comparable experiments across different sites and platforms GATE makes it easier to be sure that a particular result is not a glitch. 

· Quantitative evaluation
GATE includes a built-in system for comparing annotation data on documents and generating quantitative metrics such as precision and recall. 

· Collaboration
Multi-site collaboration puts a premium on software integration and portability, both areas in which GATE-based software excels. 

· Reuse not reinvention
Language processing resources that have been integrated in GATE are likely to have a longer working life and to be reused more often because using them does not require learning fresh installation and usage conventions for every tool. 

GATE is in use in many research projects, including:   
· The ArtEquAkt e-science project, producing composite descriptions of cultural artefacts and figures (e.g. Rembrandt) from diverse web pages, will use a GATE-based Natural Language Generation system. ArtEquAkt is a collaboration between the Equator wearable computing project and the AKT Knowledge Technologies project.

· The Multiflora e-science bioinformatics project for biodiversity support.

· The MiAKT project, which involves collaborative problem solving environments in Medical Informatics, using knowledge services provided by the e-Science grid infrastructure.

· The Enactable Models project at Middlesex University, which involves building a summarisation system based on discourse structure. 

· The Parallel IE project at Merck kGaA, Darmstadt, which is performing Information Extraction on a Linux cluster for bio-medical text mining and indexing. 

· The QA project for building a question answering system for entry into TREC.  

· The MUSE project, to perform named entity recognition from diverse text types and genres. 

· The MUMIS  project, which involves the automatic creation of indexes into multimedia programme material, using data from several sources and several languages, in the domain of football. 

· The SOCIS project, integrating knowledge acquisition, information extraction, image processing and speech recognition technologies in the domain of police crime reports. 

· The OldBaileyIE project, performing named entity recognition on 17th century Old Bailey Court reports. 

· The HSE project, to summarise information from company reports to generate statistics about the level of compliance with Health and Safety recommendations and legislation. 

· The AMITIES project, which aims at building empirically induced dialogue processors to support multilingual human-computer interaction. 

· The Summarisation project at Imperial College, London, who are creating a system to be entered in the Document Understanding Conference (DUC) evaluation. 

· The CLEF project, which aims to build on E-Science technology to embed a full information cycle within practical clinical systems, building tools to integrate patient information from text and images, and linking clinical and genomic research.  

· The myGrid project, which aims to extend the GRID framework of distributed conputing by producing a virtual laboratory bench that will support the life sciences community and make use of complex distributed resources.  

Education – http://gate.ac.uk/teaching.html 

Postgraduates in locations as diverse as Bulgaria, Copenhagen and Surrey are using the system in order to avoid having to write simple things like sentence splitters from scratch, and to enable visualisation and management of data. For example, Partha Lal at Imperial College is developing a summarisation system based on GATE and ANNIE. (His site includes the URL of his components; give GATE the URL and it will load his software over the network.) Marin Dimitrov of the University of Sofia has produced an anaphora resolution system for GATE. 

GATE is an ideal starting point for student projects on language analysis, as it comes with a set of Information Extraction modules that can be used as a base, and a significant number of PhD students have used GATE in their research.

Commercial Applications – http://gate.ac.uk/business.html
GATE has been engineered to a high standard in order to be suitable for deployment in commercial applications software, and is based on components, mobile code and internet-based distribution. The system is written in Java and has advanced support for XML, HTML and relational databases (including Oracle and PostgreSQL). 

It is always difficult to develop industrial-strength software in an academic environment, but in the case of GATE a serious effort has been made to achieve a very high level of quality. Partly this has been possible because we have been lucky enough to build a second version of the system and learn from the mistakes we made first time around; partly because we have taken practical software engineering very seriously. We have a large regression test suite that runs daily on three separate computing platforms (test code makes up 10% of the system), we manage all system change via a version control system, and we use advanced programming tools for all development. We have employed an iterative and incremental process to reduce risk and continually extend and improve the quality of the existing functionality. The system has also benefitted from the involvement of our commercial collaborators, such as OntoText, who implemented the production version of GATE's Oracle support. 
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Figure 2: GATE available text processors

Our Information Extraction (IE) software is quality-controlled by the rigorous application of quantitative evaluation metrics (built-in to the GATE development environment) that ensure that the behaviour of our systems is predictable. Sheffield has applied IE in very many domains, and developed World-leading expertise in producing robust systems for diverse applications. 

The following corporates (and a number of SMEs) have used systems based on GATE: 

· GlaxoSmithKline PLC 

· Reuters PLC

· Master Foods NV 

· British Gas PLC 

· Merck Gmbh

The Semantic Web – http://gate.ac.uk/semweb.html 

The Semantic Web is adding a machine-tractable layer to the natural language web of HTML. The benefits of success will be many, but the project is currently lacking the critical mass necessary to demonstrate these benefits beyond a few small-scale trial applications. GATE is being used for experiments in automatic and semi-automatic methods for: 

· linking web pages to Ontologies using Information Extraction; 

· learning and evolving Ontologies via natural language analysis and lexical semantic network traversal. 

We have also integrated the Protégé Ontology editor with the system. GATE forms the basis of the language technology under development in the UK's Advanced Knowledge Technologies six-year multi-site programme.

Portable Information Extraction – http://gate.ac.uk/ie/ 

GATE is distributed with an Information Extraction component set called ANNIE (which stands for "A Nearly-New IE system" for boring historical reasons). 

ANNIE is designed to be a Portable IE system. In other words ANNIE is intended to be useable in many different applications, on many different kinds of text and for many different purposes. Portability has a number of implications, including: 

· The system must cope seamlessly with documents in many different formats, from badly-spelled lower case email messages to structured XML or HTML pages to newswires (recently we even applied the system to a set of 18th century court reports from the Old Bailey in London). 

· The system must be able to process large data volumes without crashing and at high speed. This means that it must scale from (relatively) small computers running personal desktop operating systems to very large computers running parallel processes. 

· The system developers must be able to adapt the system to new circumstances with a minimum of effort. This means they need good development tools to help them. 

· The system users must be able to adapt the system as far as is possible (some IE tasks cannot be attempted by unskilled users, but where the data is simple end-users can and should be allowed to update the system). 

· Data in multiple languages from around the world must be processed. (This problem includes editing and display of diverse character scripts, and conversion of diverse encodings into Unicode.) 

These issues can be addressed in a variety of ways: 

· Providing a development environment for skilled staff to adapt a core system. The advantages are: 

1. the core system can be designed for robustness and portability; 

2. extraction data complexity is not limited by a learning algorithm; 

3. all the engineering aspects of the process can be taken care of by the infrastructure (from data visualisation to Web component loading to performance evaluation). 

The disadvantage is that the adaptation process is labour intensive, and it is difficult for end-users to acquire the necessary skills. 

· Learning part or all of the extraction system from annotated training data. The advantage is a reduction in the need for skilled staff to perform system porting. The disadvantages are: 

1. only simple data can be extracted, or complex data from simple texts, such as seminar announcements (in fact many of the algorithms currently common in this areas were developed for screen scraping, which is a simpler task than most language analysis); 

2. large volumes of training data may be required. 

· Enabling end-users to customise a system by providing simplified access to rule languages, domain models and gazetteers. 

· Embedding error learning within end-user tools where the users correct IE suggestions. 

· Using Java and cross-platform test suites to ensure portability from desktop to mainframe. 

· Extending Java's Unicode support to many languages. 

· Using finite state techniques to improve speed. 

ANNIE is evolving to employ all of these approaches, in order to exploit the advantages of the various approaches while overcoming the disadvantages. GATE provides a lot of the backbone; ANNIE adds a highly-portable core IE system with a variety of adaptation mechanisms. 

The proof of the pudding is in the eating; ANNIE is in use for: 

· analysing football commentaries, news articles and web pages relating to football matches, in order to conceptually index and semantically annotate videos of the matches; 

· analysing a very diverse set of the British National Corpus using text genre recognition and dynamic transducer switching for optimum robustness; 

· marking-up criminal trial reports from the 18th century for a Humanities Research Institute; 

· summarising company reports' coverage of health and safety issues. 

Multilingual Language Resources – http://gate.ac.uk/sale/tao/
GATE provides facilities for developing annotated corpora and other Language Resources (LRs). GATE’s annotation model is compatible with the XCES and ATLAS systems, and has a typing model based on Xschema. Visualisation and editing tools support trees, chains and flat annotations structures. 

To fully support multilingual LRs, GATE also provides various facilities for working with Unicode beyond those that come as default with Java: 

1. a Unicode editor with input methods for many languages; 

2. use of the input methods in all places where text is edited in the GUI; 

3. a development kit for implementing input methods; 

4. ability to read diverse character encodings.
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Figure 3: GATE Unicode support
Digital Libraries – http://gate.ac.uk/digilibs.html 

As digital libraries grow in size and coverage, so does the need for automatic content annotation and indexing. GATE's robust and customisable Named Entity recognition and Information Extraction technology has already been used successfully for metadata creation, automatic name and event annotation, indexing, and access. So far, we have developed three applications, each of which posed a unique challenge: 

· OldBaileyIE required adapting the language processing components to the non-standard written conventions of Old English used in Old Bailey court reports from the 17th Century; 

· in MUMIS (Multimedia Indexing and Search) we dealt with annotating material in multiple modalities to build a conceptual index of football videos; 

· EMILLE focuses on collection and annotation of large text collections in non-indigenous minority languages in the UK (including Urdu, Bengali, Sylheti and others). 

We are currently working on using GATE as the basis for the creation of computational tools for the study of digital collections in cultural heritage languages, such as Ancient Greek and Latin.

Information Retrieval

GATE comes with a full-featured Information Retrieval (IR) subsystem that allows queries to be performed against GATE corpora. This combination of IE and IR means that documents can be retrieved from the corpora not only based on their textual content but also according to their features or annotations. For example a search over the Person annotations for "Bush" will return documents with higher relevance, compared to a search in the content for the string "bush". The current implementation is based on the most popular open source full text search engine - Lucene (http://jakarta.apache.org/lucene/) but other implementations may be added in the future.
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Figure 4: GATE corpus search component
Dialogue – http://gate.ac.uk/dialogue.html 

GATE is being used in the Amities project to produce dialogue processing server components to run in the Galaxy Communicator architecture. Sheffield have used GATE to produce a Galaxy Communicator server component, taking advantage of the GATE development environment and then using Galaxy Communicator as a communication substrate to integrate with other partners' components. There seems a natural synergy between the two systems, GATE forming a toolset for developing servers and Galaxy Communicator tying sets of servers together to form dialogue systems. In future work we would like to more closely integrate GATE with Galaxy Communicator.

Evaluation – http://gate.ac.uk/sale/tao/ 

GATE contains two mechanisms for automated performance measurement and visualisation of the results. The first enables annotations to be compared and the differences visualised on a single document, and produces Precision, Recall, F-measure and Error Rate statistics. The second, a benchmarking tool, enables the tracking of a system's progress over time and regression testing over a whole corpus, by comparison with different versions against a gold standard. Again, results can be visualised and statistics generated.
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