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Abstract

This EnviLOD deliverable reports on the quantitative evaluation of the LODIE automatic se-
mantic enrichment algorithm. Firstly, we outline the LODIE approach for LOD-based semantic
enrichment of metadata and full-text scientific articles. Secondly, the methods are evaluated,
both quantitatively and qualitatively by our British Library users. For the latter, semantic
search queries are compared against the full-text search capabilities of the Envia British Li-
brary information discovery tool and tentative benefits of LOD-based semantic enrichment are
identified.

The resulting richer content underpins the EnviLOD semantic search interface, which was
then evaluated much more extensively with users at two different workshops. The results from
the latter evaluation appear in the EnviLOD WP2 User Feedback report.

1 Introduction

Semantic annotation is the process of tying semantic models, such as ontologies, and scientific
articles together. It may be characterised as the dynamic semantic enrichment of unstructured
and semi-structured documents and linking these to relevant domain ontologies/knowledge bases.
From a text mining perspective, semantic annotation is about annotating in texts all mentions of
concepts from the ontology (i.e., classes, instances, properties, and relations), through metadata
referring to their Unique Resource Identifiers (URIs) in the ontology.

Semantic annotation with respect to ontological resources can be broken down into two
phases: candidate selection and resource linking (also called reference disambiguation) [RMD13,
JG11]. Candidate selection is concerned with identifying in text all candidate mentions of
instances from a knowledge base (e.g. DBpedia). The resource linking/disambiguation step
then uses contextual information from the text, coupled with knowledge from the ontology, to
choose the correct instance URI. If there is no such corresponding instance, then a NIL value
needs to be returned (an open domain assumption). In particular, the disambiguation step needs
to handle name variations (instances can be referred to in many different ways) and ambiguity
(the same string can refer to more than one instance) [JG11,RMD13].

LOD resources, in particular DBpedia and GeoNames, have emerged as key sources of large-
scale ontological knowledge, as well as being used as target entity knowledge bases for semantic
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enrichment and resource linking. They offer:

e cross-referenced domain-independent hierarchies with thousands of classes and relations
and millions of instances;

e an inter-linked and complementary set of resources with synonymous lexicalisations;
e grounding of their concepts and instances in Wikipedia entries and other external data.

The rich class hierarchies are used for fine-grained classification of named entities while the
knowledge about millions of instances and their links to Wikipedia entries are used as features
in the resource linking and disambiguation algorithms. However, as noted by [GNP109], the
large-scale nature of LOD resources also makes resource linking particularly challenging, due to
the ambiguity introduced by the presence of millions of instances.

This deliverable presents an overview of the LODIE semantic enrichment tool, adapted in
EnviLOD to scientific articles, reports, and metadata. Our LOD-based semantic enrichment
algorithm is designed to improve recall, a common problem of other state-of-the-art approaches.
Disambiguation is carried out on the basis of string, semantic, and contextual similarity, coupled
with a popularity metric. The algorithm is developed on a general purpose, shared news-like
corpus and evaluated on environmental science papers and metadata records from the British
Library. A preiminary user-based analysis of the impact of semantic enrichment on information
discovery in scientific literature is also presented.

1.1 Environmental Science Context

The environmental information landscape is both wide-ranging and disparate. The interdisci-
plinary nature of environmental science as a subject matter, the breadth of types of materials
that are published, and the lack of a widely used controlled vocabulary (e.g. the Unified Medical
Language System (UMLS) in biomedical sciences [SPMM11]) means that information discovery
within the field of environmental sciences can often be a fraught and difficult process [KSN11].
A British Library survey of 107 flooding researchers and practitioners found that beyond the
information access barriers of time and the costs associated with subscription journal articles
and databases, they struggle with the process of information filtering. Searches tend to return
either far too many or too few results [RP05]; a case is thus made for improved discovery of
environmental information. Semantic technologies, as are discussed in this deliverable, offer
new opportunities to improve the process of information discovery, providing researchers more
meaningful search results.

A new British Library information discovery tool for environmental science, Envia [KSN11],
is used as a case study to test the use of semantics towards enhancing information discovery
and management. It provides a case through which to examine the value of LOD-based se-
mantic enrichment from both the perspective of end-users interested in information discovery,
as well as that of information managers. Envia is particularly suited for these purposes, as it
features a mixed corpus of content, including datasets, journal articles, and grey literature, with
accompanying metadata records (see Figure 1). Most Envia entries have very little metadata on
import, so one immediate benefit of text mining is the automatic enrichment with LOD terms
and entities, based on the semantic annotation algorithms described here.



1 INTRODUCTION 3

EDINBURGH : SCOTTISH GOVERNMENT

DOWNLOAD DOCUMENT

LINK
@ hitip: ffwwawr scotland gov. uk/Publications/Recent

CONTENT TYPE

continuing
Electronic

DATE
2010

SUBJECT
Flood damage prevention—Scetiand—Pariodicals
Floods—Risk assessment—Scotland—Penodicals
% Flood control-Scotland—Planning—Fenodicals
% Other social problems and services
Flood
Act
Scofiand
% risk
plans
Risk Management
Scottish Government
% local authorties
National Park

fiood protection

Figure 1: An example Envia record. The highlighted metadata has been added automatically
and includes terms and locations in this case.

As a service still in development, Envia has an initial content focus on information pertaining
to flooding, an environmental science subject domain that spans hydrology, geology, civil engi-
neering and planning, and is relevant to a broad cross-section of the environmental community,
including academics, government agencies, local authorities and charities. Use cases for semantic
technologies within this context must therefore account for the the needs of this wide-ranging
community. To this end, it is necessary to understand the types of queries that users are likely
to make, the way they are likely to phrase their queries, and their expectations in terms of the
types of search results that are returned.

We carried out an online survey of 36 members of the flooding community. The results
showed that researchers and practitioners could roughly be split into ’high level’ users interested
in policy, guidance and funding, and ’local level’ users, interested in areas at risk, practical
implementation, and technology. Amongst both groups, geographic information was of primary
importance and comes across in questions, such as "Where has flooding taken place since 2007’;
or "What is the annual expenditure on flood risk management in The Netherlands?’. As such,
location, proximity, and measurement were identified as important requirements in establishing
the potential of LOD vocabularies to address such user queries.
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1.2 Related Work
1.2.1 Semantic Enrichment of Environmental Science Literature

Within the sphere of environmental science, the area with the greatest legacy of semantic en-
richment is that of geospatial information [JSPHss|, with applications including GIS environ-
ments/Spatial Data Infrastructures (SDI), environmental sensor networks and geotagging (see
papers in [PSS11]). These approaches all identify interdisciplinary datasets, as are commonly
found in environmental science, as a particularly fruitful area for LOD exploration. In these con-
texts dataset metadata is semantically enriched in order to improve search and enable correct use
of data [SPMM11]. The LOD GEMET thesaurus underpins the EU INSPIRE directive!, which
aims to establish a digital infrastructure for spatial information in Europe in order to support
environmental research, policy and decision-making. This ties into the Open Data movement
and data.gov.uk which is being used as a vehicle through which the UK might comply with
INSPIRE requirements for making environmental data available and discoverable [SWCT11].
Although progress is being made in environmental informatics with respect to enabling the
discovery and better use of datasets and geographic information within the GIS/SDI context,
LOD vocabularies have not as yet been applied in the context of text mining of environmen-
tal science literature. This contrasts with the biomedical sciences where text mining has been
enabled by the Unified Medical Language System, a meta-thesaurus provided by the US Na-
tional Library of Medicine, which acts as a comprehensive thesaurus and ontology of biomedical
concepts [HvMS'10]. LOD resources offer an opportunity to realise the potential of environ-
mental vocabularies in text mining by drilling down into the lexical meaning of phrases using
inter-linked vocabularies, ultimately resulting in search results that are more relevant.

1.2.2 LOD-based Methods for Semantic Enrichment

There are a number of state-of-the-art methods for semantic annotation and linking to DB-
pedia (e.g. DBpedia Spotlight [MJGSB11]), YAGO (e.g. [SWLW12]), and MusicBrainz (e.g.
[GNPT09]). These LOD-based entity linking approaches have their roots in methods that en-
rich documents with links to Wikipedia articles (e.g. [MWO08, RMD13, JG11]). In addition,
commercial web services such as AlchemyAPI, OpenCalais, and Zemanta are also relevant. A
recent evaluation [RT11] of all state-of-the-art LOD-based methods and tools, showed that DB-
pedia Spotlight and Zemanta have the best accuracy on annotating texts with the corresponding
URIs from DBpedia.

Our own evaluation of DBpedia Spotlight and Zemanta (see the top two rows of Table 3)
indeed confirmed that they both produce high accuracy results on assigning DBpedia URIs to
mentions of person names, organisations, and locations. Spotlight however, suffers from low
coverage (i.e. recall), which is not ideal, given that our task is to enrich environmental science
literature with links to DBpedia and GeoNames. Zemanta’s coverage is better than Spotlight,
but still not as high as our environmental science use case requires.

However, both Zemanta and DBpedia Spotlight are only available as semantic annotation
services over the web. Therefore, we implemented a modular, LOD-based semantic enrichment

"http://inspire.jrc.ec.curopa.eu
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method, which is designed specifically to maximise the recall of the initial candidate entity gen-
eration step. This tends to result in higher entity ambiguity, thus making the disambiguation
task harder and leading to somewhat lower precision. In order to address this problem, we com-
bine the outputs of the high-precision Zemanta service with the semantic annotations produced
by our own method, leading to best overall results and more balanced accuracy and coverage.
More details on this approach follow next.

2 The LODIE Semantic Enrichment Tool

2.1 LOD Resources and Annotation Types
Based on the survey results, we identified five key types of entities, that need to be identified
automatically:

1. Location: these include not just the place name itself (e.g. Norwich), but also the implied

reference to the levels 1, 2, and 3 sub-divisions from the Nomenclature of Territorial Units
for Statistics (NUTS)2. For Norwich, these are East of England (UKH - level 1), East
Anglia (UKH1 - level 2), and Norfolk (UKH13 — level 3).

Organisation: names of companies, government organisations, committees, agencies, uni-
versities, and other organisations.

Person: names oJohanna Kieniewicz?, f people who authored publications in Envia, as
well as person names mentioned within the full-text content itself (e.g. committee mem-

bers).

Date: absolute dates like ‘October 2012’ or ‘2007’, as well as relative dates, such as ‘last
year’. Where not available, document dates need to be assigned automatically and used
for the normalisation of relative dates.

Measurements: research in environmental science is highly dependent on quantitative
measurements, ranging from measurements of rainfall, sea level rise, and stream flow
(velocity) to measurements pertaining to geographic areas and proximity (e.g. 8,596 km?,
1 km, one fifth). Particularly in the area of flooding, percentages and probabilities are also
important (e.g. 1% annual probability, 200 to 1 chance, 10% or greater chance of extreme
rainfall).

Given the target kinds of entities, we identified as most relevant two general-purpose large-
scale LOD resources (DBpedia and GeoNames):, as well as several domain-specific ones (GEMET
and the OS Hydrology ontology). The latter are used for the recognition of domain-specific
terms. In more detail:

e DBpedia [BLK"09] encodes knowledge about 3.5 million entities, amongst which 410,000

places, 310,000 persons, and 140,000 organisations, which map directly to the first three
target entity types above. Entity name variants, a textual abstract, and reference(s) to

2For the UK classification see http://en.wikipedia.org/wiki/NUTS_of_the_United_Kingdom
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corresponding Wikipedia page(s) are also included, as well as entity-specific properties
(e.g. latitude and longitude for places).

e Geonames represents 2.8 million populated places and 5.5 million alternate names, and
is thus relevant only to the semantic annotation of locations. It also includes knowledge
about NUTS country sub-divisions, which we use for enrichment of recognised locations
with the implied higher-level country sub-divisions.

e GEMET: The GEneral Multilingual Environmental Thesaurus)?, developed for the Eu-
ropean Environment Agency, is the leading environmental thesaurus, created through the
compilation and linking of sector-specific and language-specific environmental vocabular-
ies. It contains over 6000 environmental topics in 27 different languages and is available
via the web in Linked Data format.

e Ordnance Survey Hydrology: The Ordnance Survey (OS) Hydrology Ontology was
developed to support the use of their data by their customers and provide an unambigu-
ous semantic framework for the description of and relations between inland hydrological
features on OS maps [DK10].

Domain-specific LOD resources, such as the GEMET thesaurus? and the Ordnance Survey
Hydrology ontology [DK10], contain mostly environmental science terminology and are thus
used for term-based enrichment. This, however, is outside the scope of this deliverable, which
is on evaluation of entity-based enrichment.

The recognition of dates and measurements is also out of the scope of this deliverable, since
we reused already existing pattern-matching grammars [AABT08].

The focus of this report is therefore on the semantic enrichment of environmental science
literature with knowledge from DBpedia and GeoNames. Figure 2 shows an online government
report, indexed in Envia, where locations and organisations have been annotated automatically
with such LOD-based semantic information.

The rest of this section presents the underlying entity annotation and disambiguation algo-
rithm, as implemented in the LODIE semantic enrichment tool.

2.2 Identifying Candidate LOD Instances

The first step is to identify all candidate instance URIs from DBpedia, which are mentioned
in the given document. This candidate generation step uses the lexical information associated
with LOD instances, in order to build very large gazetteer lists. These are then used to perform
lookups of n-grams derived from the document text. The DBpedia lexicalisation properties used
in our experiments are rdfs:label, db:name, foaf:nick, db:nickname, db:official_name.
The DBpedia-based candidate selection was implemented using the open-source GATE Large
Knowledge Gazetteer (LKB)® [CMB*11]. LKB performs fast string lookup and assigns URIs to
words/phrases in the text. It is initialised using a SPARQL query evaluated against the target

3http://www.eionet.europa.eu/gemet/
“http://www.cionet.europa.eu/gemet/
http://gate.ac.uk/userguide/sec:gazetteers:kb-gazetteer
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Figure 2: An example location annotation and associated semantic information. The
URIs of the respective GeoNames instance, as well as GeoNames information on latitude, lon-
gitude, subsuming administrative areas and parent country, are added.

LOD resource endpoint (DBpedia in this case), including only instances of the target entity
classes. In our case, the target high-level classes are Place, Organization, and Person, and all
their sub-classes. The latter are given as parameters in the SPARQL query, which makes the
algorithm customisable, similar to DBpedia Spotlight [MJGSB11].

A sample snippet used to initialise the Person, Location and Organisation LKB gazetteer is:

dbpedia:Paris dbpedia-ont:City "Paris"
dbpedia:Paris,_Texas dbpedia-ont:City "Paris"
dbpedia:Paris_Hilton dbpedia-ont:Person "Paris"

Each mention of the string Paris in text would then be marked as having these candidate
instance URIs.

For DBpedia (which has mappings to Wikipedia pages), additional lexicalisations for each
URI are acquired from link anchor texts, disambiguation pages, and redirect pages from Wikipedia.
This has been shown [JG11,RMD13] to help improve the recall of the candidate selection phase.
For instance, many abbreviations and acronyms are acquired in this way.

We have also used the open-source ANNIE Information Extraction system [CMBT'11] to
assign entity types for entity candidates. ANNIE also resolves within-document coreference, so
that mentions of the same entity within a document are linked together. For example, Furopean
Environmental Agency and EEA would be marked as referring to the same entity. This co-
reference information is used to restrict the textual context considered in the subsequent entity
disambiguation stage.
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In addition, the ANNIE results are used to filter out incompatible entity candidates. Firstly,
if the NER component assigns the type Location to the string Paris in a given document, then
only instances of class Place and its subclasses are retained as candidates for disambiguation. In
our example above, this means that only db:Paris and db:Paris, _Texas will remain. Secondly,
tokens and noun phrases produced by ANNIE, are used to filter out entity candidates which do
not align with word boundaries and/or do not contain a noun phrase. Lastly, ANNIE helps with
identifying mentions of locations, people, and organisations, which do not appear in DBpedia.

2.3 Entity Disambiguation

The entity disambiguation algorithm uses the textual context, in which a given candidate entity
appears, in order to calculate a number of similarity metrics. These are combined in a weighted
sum, to produce an overall score for each candidate URI. The three metrics are:

e String similarity: edit distance between the text string (such as Paris), and the lexicali-
sations of the entity URIs (e.g. Paris and Paris, Tezxas).

e Semantic (structural) similarity: calculated based on the ontology and instance property
values in the LOD resource.

o (Contextual similarity: the probability that two words have a similar meaning, based on
random indexing.

e (Commonness: a normalised frequency metric against Wikipedia.

Tie-breaks, i.e. candidate URIs for the same textual mention and with the same overall
score, are resolved based on which one has the highest commonness score. For example, if the
overall score is the same, db:Paris will be chosen over db:Paris, _Texas, since it appears much
more frequently in Wikipedia articles. If nevertheless more than one candidate remains, the
instance which has a more specific class in the LOD ontology is preferred.

2.3.1 String Similarity

For each candidate URI, string similarity is calculated using a context of 30 tokens on both sides
of the candidate, including all sentences from any co-reference chain. For efficiency reasons, only
named entities are used. After some experiments with different string similarity metrics (Lev-
enstein, Jaccard, and MongeElkan [JBGGO09]), the Levenstein (or string edit distance metric)
was chosen.

In a nutshell, the Levenstein score of two strings is equivalent to the number of substitutions
and deletions needed to transform one string into the other. More formally, let s be the source
string and let t be the target string. The distance is the number of deletions, insertions, or
substitutions required to transform s into t. If s and t are identical, then LD(s,t) = 0, because
no transformations are needed. If s is “matrics” and t is “metrics”, then LD(s,t) = 1, because
one substitution is sufficient to transform s into t. The greater the Levenshtein distance, the
more different the strings are.

String similarity measures the distance between two text strings. For example, a spelling
error could be discovered by comparing metrics with matrics, as the two strings are very similar.
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There are several widely adapted algorithms each of which is suitable for different kinds of tasks.
We decide to use the following;:

Levenshtein Distance or Edit Distance operates between two input strings, returning a score
equivalent to the number of substitutions and deletions needed in order to transform one
string into another. Let s be the source string and let t be the target string. The distance
is the number of deletions, insertions, or substitutions required to transform s into t. If
s and t are identical, then LD(s,t) = 0, because no transformations are needed. If s is
"matrics” and t is "metrics”, then LD(s,t) = 1, because one substitution (change ”a” to

e”) is sufficient to transform s into t. The greater the Levenshtein distance, the more
different the strings are.

”This is a character-based measure as it considers the strings to be compared merely as
character sequences, which makes this approach affordable when the strings to be compared
are single words having misspellings, typographical errors, OCR errors, or even some
morphological variations.” [JBGGO09).

Jaccard Similarity is defined as the quotient between the intersection and the union of the
pairwise compared variables among two objects. When applied to two strings, it can be
defined as the quotient between the intersection and the union of the pairwise compared
variables among two set of tokens. In other words, the two strings are first tokenised, and
then the Jaccard similarity is calculated by dividing the number of tokens shared by the
strings by the total number of tokens.

”The token-based measures compare text strings as sequences of tokens instead of se-
quences of characters. Such an approach is successful when it is used to compare text
strings with many tokens and with different order of the tokens or missing tokens.”
[JBGGO09]

MongeElkan is a hybrid string similarity measure as it compares tokens using an internal
static character-based measure [JBGGO09]. Hence it preserves the properties of the in-
ternal character-based measure such as dealing with misspellings, but it also deals with
missing or disordered tokens. This measure is especially useful when comparing long URIs
or camelCased local names that contain useful strings, with meaningful words. For ex-
ample, the similarity between cityPopulation and population will be high according to
MongeElkan, while it will be low with Jaccard due to the dissimilarity between tokens. In
fact, the Monge-Elkan method is a general and recursive token similarity method that can
combine any token comparison measure, which captures semantics, translations, etc.”

To illustrate the differences between the three different string similarity metrics we illustrate
an example in Table 1.

Note that in the given example, the Jaccard similarity operates on the token level, where in
this example we used the white space tokeniser, meaning that the punctuation is ignored. For
more accurate results, it is possible to use any other tokeniser.



2 THE LODIE SEMANTIC ENRICHMENT TOOL 10

Levenshtein | Jaccard | MongeElcan
“Paris” and “Paris Hilton” 0.42 0.5 1.0
“Paris” and “Paris, Ontario” 0.36 0.0 1.0
“Paris Hilton” and “Paris, Ontario” 0.43 0.0 0.63

Table 1: The differences between string similarity metrics

2.3.2 Semantic (Structural) Similarity

Semantic (structural) similarity is calculated based on whether the ambiguous candidate NE
has a relation with any other NE from the same sentence or document. For example, if the
document mentions both Paris and France, then semantic similarity assigns the highest score to
db:Paris, as the two are connected directly via the db:country property. On the other hand,
if Paris appears in the context of USA, the semantic similarity metric will assign higher score
for db:Paris,_Texas. The latter is derived by combining the DBpedia knowledge that Paris,
Texas is part of Lamar County and the latter has country United States.

We use DBpedia as the knowledge base as it is updated regularly with the latest content
from Wikipedia, and it is also a good source for named entities, without being overly verbose.
The DBpedia ontology gives a reasonably granular hierarchy of concepts which can be useful
when identifying what exactly the URI refers to (e.g. whether it is a location, city or a capital).

Semantic similarity scores are first computed against any unambigous URI instances, found in
the context. If this fails to produce results, other NE candidates from the context are prioritised,
based on how close they are to the ambiguous entity (measured in number of intermediate tokens)
and on which side of the entity they are (left context vs right context).

For efficiency reasons, context size is limited to 60 tokens around the candidate (30 to the
left and 30 to the right), as well as all sentences including co-referent mentions of this candidate
(as determined by ANNIE). Nevertheless, on larger document sets this could lead to a large

number of SPARQL queries needing to be fired. This was optimised through caching.
To clarify the semantic similarity scoring, we give a high level pseudo code:

Identify all NE candidates in a document
for each ambiguous NE candidate = NE_c:
1. Identify any coreference chain NE_c belongs to (given by ANNIE)
2. Define context as a set of sentences S which cover the coreference chain
and the 30 tokens to the left and right of NE_c
. Find contextURIs: identify all other NE URIs in the context S
4. Order contextURIs as follows:
- unambiguous URIs to the left of NE_c
- unambiguous URIs to the right of NE_c
- sort the remaining URIs by distance to NE_c
- where two URIs are equidistant, put the left context one first
4. relationCount=0;
5. until relationCount>0 or contextURIs.isEmpty(){
for each contextURI in contextURIs {
relationCount=
select count(?relation) WHERE {
(NE_c.URI 7relation contextURI)

w
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UNION
(

NE_c.URI 7?relationl 7anyResource.
7anyResource 7relation contextURI
)
¥
b
3

For our example, if the two concepts Paris...France appear in the same sentence then
relationCount will become equal to 1 in the first iteration, and the algorithm will stop due to
DBpedia having the triple:

dbpedia:Paris dbpedia:capitalOf dbpedia:France

If the two concepts do not appear in the same sentence but the reference to Paris appears in
another sentence with France, the algorithm will take more iterations, but will eventually return
true.

2.3.3 Contextual Similarity

For calculating contextual similarity, we use Random Indexing (RI) [Sah05] and calculate the
scores using cosine similarity. For efficiency reasons, we indexed only DBpedia abstracts as con-
text for each URI which refers to either dbpedia:Person, dbpedia:Organisation or dbpedia:Place.
This means that our initial term x document matrix looks as follows:

terml term2 ... termN
dbpedia:Paris 5 4
dbpedia:London 3 12

RI can be seen as an approximation to Latent Semantic Analysis (LSA) [DDF*90], which
is one of the pioneer methods for finding synonyms automatically. The assumption behind it is
that words which appear in a similar context (with the same set of other words) are synonyms.
Synonyms tend not to co-occur with one another directly, so indirect inference is required to
draw associations [CSW09]. LSA has been shown to approximate human performance in many
cognitive tasks such as the Test of English as a Foreign Language (TOEFL) synonym test, the
grading of content-based essays and the categorisation of groups of concepts (see [CSW09)).
However, one problem with LSA is scalability: it starts by generating a term x document matrix
which grows with the number of terms and the number of documents and will thus become
very large for large corpora. For finding the final LSA model, Singular Value Decomposition
(SVD) and subsequent dimensionality reduction is commonly used. This technique requires the
factorization of the term-document matrix which is computationally costly and does not scale
well. Also, calculating the LSA model is not easily end efficiently doable in an incremental or
out-of-memory fashion.

The Random Indexing method [Sah05] circumvents these problems by avoiding the need for
matrix factorization. It has been shown to reach results, similar to LSA [KS01, CHO8|. RI can
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be updated incrementally and also, the term *x document matrix does not have to be loaded
in memory at once — loading one row at a time is enough for computing the context vectors.
Instead of starting with the full term-document matrix and then reducing the dimensionality,
RI starts by creating almost orthogonal random vectors (index vectors) for each document. This
random vector is created by setting a number of randomly selected dimensions to either +1 or
-1. Each term is represented by a term vector, which is a combination of all index vectors of the
document in which it appears. For an object consisting of multiple terms (e.g. a document or
a search query), the vector of the object is the combination of the respective term vectors.
Random Indexing relies on the Johnson-Lindenstrauss lemma:

Lemma 2.1 Given 0 < e < 1, a set X of m points in R, and a number n > ng = O(logeﬁ),

there exists a mapping f : RY — R™ such that (1 —e€)||u—v|| < [|f(u) — f@)|| < (1+¢€)||lu—]],
for all u,v € X.

and particularly on the proof provided by Johnson and Lindenstrauss in their 1984 article [JL84],
where they show that if one chooses at random a rank n orthogonal projection, then, with positive
probability, the projection restricted to X will satisfy the condition in the Lemma. RI relies
on the observation that, in a high dimensional space, a random set of vectors is always almost
orthogonal.

There are several parameters which can influence the process of generating semantic index,
or vectors using the RI method:

e Seed length: Number of +1 and -1 entries in a sparse random vector.

e Dimensionality of the semantic vector space — predefined number of dimensions to use
for the sparse random vectors.

e Minimum frequency for a term to be included in the index.

Generating and searching through the semantic space is computationally costly and in order
to make it more efficient we pre-processed the abstracts and included only proper and common
nouns in the term x document matrix. The corpus contained 3 million terms and 3.5 million
documents. We used dimensionality of 150, seed length of 4 and minimum term frequency of 3,
which reduced the semantic space to around 1.2 million terms. The selection of these parameters
is based on our earlier experiments with DBpedia [DSL12].

Once the semantic space was computed, we used it to find terms related to the specific
documents (URIs). When calculating the contextual similarity score, for a given candidate
URI, we first retrieve the top 20 related terms, and then calculate cosine similarity with the

context of the ambiguous NE.
The high level pseudo code looks as follows:

1. For ambiguous NE: search the semantic space where input is the candidate NE URI,
and the output is the top 20 related terms for that URI

2. Extract the context of the NE: all proper and common nouns in the
sentences in which this NE appears (including any co-reference chains)

3. Calculate the consine similarity between the 20 terms and the context
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2.4 Commonness

The commonness metric reflects the assumption that if a named entity is mentioned frequently
in Wikipedia, then it will be also more common within other corpora. Due to the one-to-
one mapping between English Wikipedia URLs and DBpedia URIs, the commonness score for a
candidate URI is assigned using the commonness metric defined by [MWO08] for Wikipedia pages.
This has also been referred to as popularity [RMD13, ACJ*09]. However, unlike [RMD13], for
efficiency reasons we do not use Google queries as additional evidence.

The pseudo code is as follows:

Pre-processing stage:
for each DBpedia_Instance_URI of class Place, Person or Organization {
map DBpedia_Instance_URI to corresponding Wikipedia_Page_URL
FreqCountURI = number of Wikipedia link anchors pointing to Wikipedia_Page_URL
index <DBpedia_Instance_URI, FreqCountURI>
b

Run-time calculations:
for each ambiguous NE, take all candidate DBpedia URIs (candidateURIs)
for each candidateURI {
commonness_candidateURI= FreqCountURI / (sum of FreqCountURIs for all candidates)

3

2.5 Semantic Enrichment

The result of the semantic annotation and disambiguation algorithm is text, enriched with
mentions of DBpedia URIs — one URI per named entity mentioned. However, DBpedia and
GeoNames contain a lot of relevant knowledge about these URIs, e.g. latitude and longitude
for locations. The semantic enrichment process brings such additional relevant knowledge and
associates it with the URI mentions in the text.

In more detail, all mentions of DBpedia class Place are enriched with additional knowledge
from the corresponding GeoNames instance. The latter is found as the value of the same_as
property, pointing to a GeoNames URI. This GeoNames URI is then used in a SPARQL query
to obtain the country code, parent country, latitude and longitude, and all parent administrative
regions. For example, Figure 2 shows this additional semantic information for the mention of
the entity South Glocestershire.

The rationale behind the semantic enrichment stage is that it enables better location-based
searches (for details, see the Discussion section). The need to use GeoNames as the knowl-
edge source, instead of DBpedia alone, is that it contains richer information, especially about
administrative regions.

3 LODIE Evaluation Results

3.1 Development and Evaluation Datasets

We made use of two entity disambiguated corpora, containing diverse text genres.
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The first one is the open-domain TAC-KBP 2010 corpus [JG11], which contains diverse
genres: broadcast news, conversations, speech, newswire, and web text. It is created by the
Knowledge Base Population (KBP) track of the Text Analysis Conference (TAC). Given a
query that consists of a name string (person (PER), organization (ORG), geo-political entity
(a location with a government), or unknown) - and a background document ID, the system is
required to provide the ID of the KB entry to which the name refers; or NIL if there is no such
KB entry [JG11].

Table 2: Entity candidate selection statistics

TAC-KBP EnvTest
PER | LOC | ORG | UKN | TOTAL || LOC | ORG | TOTAL
Entities 89 361 141 274 865 175 87 262
Avg. number of tokens 1.91 1.20 | 2.12 1.87 1.78 1.38 2.9 2.14
Candidate URIs 9,427 | 9,553 | 9,502 | 14,649 43,131 || 1,554 720 2,274
Avg. number cand. URIs || 105.02 | 26.46 | 67.39 53.46 49.86 8.88 | 8.28 8.68
Unambig. candidates 3 10 3 43 59 13 23 36

We mapped manually the IDs of the KB entries onto DBpedia URIs, where these existed.
This resulted in 375 unique URI references (see Table 2). Some of these have multiple mentions
in the corpus (865 in total).

The TAC-KBP corpus was used for algorithm development, testing and weight parameter
tuning. We also used it to compare the performance of our LOD-based semantic annotation
method against other state-of-the-art approaches.

Secondly, since there is no pre-existing corpus of semantically enriched environmental science
literature, we chose at random 100 documents from Envia and annotated them manually to
create a gold standard for evaluation (referred to as EnvTest). For the semantic annotation and
enrichment algorithm, EnvTest constituted unseen data used purely for quantitative evaluation.

In more detail, the EnvTest corpus contains 90,278 tokens, 450 mentions of entities (177
Organisations, 273 Location), and 262 unique entity URIs (175 locations and 87 organisations).
In other words, EnvTest annotations refer to 262 different entities in DBpedia and each entity
is mentioned on average 1.7 times in the corpus. The EnvTest gold standard currently does
not include person URIs from DBpedia, since the person names appearing in the documents
are not present in DBpedia. These are predominently author names for reports, papers, and
references to other papers, so are recognised as person annotations by ANNIE, but cannot be
disambiguated to a DBpedia URI.

3.2 Development and Parameter Tuning on TAC-KBP

During development, we measured the recall of the entity candidate generation step on the TAC-
KBP corpus. The right-hand side of Table 2 shows the detailed statistics. In a nutshell, fewer
than 7% of all entities in the corpus are unambiguous with respect to DBpedia. On average, the
candidate selection stage produces over 49 URI candidates per entity. Moreover, the ambiguity
of the different entity types (PER, LOC, ORG, UNK) varies significantly. Overall, recall is 90%,
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i.e. for 90% of the entities the algorithm produced candidates, which contained the correct URI
from the TAC-KBP corpus.

Next, the four disambiguation metrics were run independently as baselines, and their per-
formance was measured using precision, recall, and F1l-score (the harmonic mean of precision
and recall) [MWO08]. Since DBpedia can have more than one URI for the same entity, a list of
wikiRedirect URIs was obtained. If both the predicted URI and the gold standard URI appear
in this list, then the predicted URI is counted as a correct annotation.

Table 3 shows the breakdown of results per entity type and overall. Similar to the find-
ings of [MWO08], the commonness baseline achieves high scores, ranging between 0.53 and 0.83,
depending on entity type.

Since these four metrics measure different kinds of similarities (string, contextual, semantic,
and popularity), we also evaluated the weighted combination of these four scores (refered to as
LODIE). The optimal weights were derived through 5-fold cross validation and are as follows: 0.4
(string similarity), 0.35 (contextual similarity), 0.25 (semantic similarity), and 0.00 (commonness
similarity). In cases where two or more candidate URIs have an equal overall score, the URI with
the highest commonness score is returned. These weights are used unchaged in the evaluation
on the unseen EnvTest corpus.

One could perhaps argue that having a weight of 0 for the commonness score is somewhat
counter-intuitive, since it is the highest scoring baseline. What this shows is that the best
URI disambiguation results are achieved when string, contextual, and semantic similarity are
combined together. Only where they fail to produce a conclusive result, should the most common
candidate URI be used as a tie-braker.

LODIE outperforms the best commonness baseline with 6% improvement in overall Fj score.
Table 3 shows a breakdown by entity type, precision, and recall. While overall precision is lower
than Zemanta’s (0.71 vs 0.90), overall recall (0.74) is 6% higher.

The next question we investigated is whether Zemanta and LODIE make the same mistakes.
In the first instance, we examined the intersection of the results (shown as Zemanta N LODIE
in Table 3), i.e. only URIs predicted by both systems are retained. The results have very
high precision on all four entity types (between 0.95 and 1.00), which overall is 7% higher than
Zemanta’s precision on its own (between 0.82 and 0.96). However, this comes at the expense
of much lower recall (between 0.42 and 0.74), which overall is 14% lower than Zemanta’s and
20% lower than LODIE’s. This also demonstrates that there is complementarity between the
two systems, in terms of entities they find and classify correctly.

Consequently, our last experiment was to investigate a union, where Zemanta’s high-precision
results are augmented with any additional entities suggested by LODIE. Since LODIE’s precision
is lower than Zemanta’s, this predictably led to lower overall precision ((see the Zemanta U
LODIE row in Table 3). However, thanks to the complementarity between the two systems
and the higher recall of LODIE, the combined results have the highest recall (0.81) amongst all
tested methods. Therefore, Zemanta U LODIE is the method which achieves the highest overall
performance (0.82) on our development set.

Lastly, it must be noted that these precision and recall figures are for the task of detecting
mentions of DBpedia entities in the TAC-KBP documents and then disambiguating these to
the correct DBpedia URIs. This semantic enrichment task is different from the knowledge base
population task for which the TAC-KBP corpus was originally created [JG11]. Therefore, the
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results reported here are not directly comparable to those for knowledge base population on the
same dataset.

3.3 Quantitative Evaluation Results on EnvTest

Based on the results and similarity metric weights obtained on TAC-KBP, we evaluated the four
best methods on EnvTest: Zemanta, LODIE, the high-precision intersection of the two, and the
high-recall union of the two.

As shown in Table 4, again the best precision is achieved by the intersection method (98%)
— similar to the precision on the TAC-KBP development data. The drop in recall however
is significant (down to 0.37% from 0.54%). Similar drops in recall are observed for the other
methods too. Our error analysis showed that all methods missed systematically abbreviations
(e.g. EU, DTI, NE England), which were very common in EnvTest.

Again, the best results in terms of recall (0.73) and overall F} score (0.69) are obtained by
taking the union of the entities found by Zemanta and LODIE. The increase in recall is again
due to the complementarity between the two systems. Zemanta is missing many locations (recall
only 0.45 vs LODIE’s 0.68), while being slightly better at recognising organisation names (0.53
recall vs LODIE’s 0.79).

We investigated in more detail the reasons behind the lower recall on the EnvTest corpus.
Firstly, this is due to the differences in genre between EnvTest (long scientific articles and
short metadata records) and the more news-oriented TAC-KBP. The short metadata records in
EnvTest are particularly challenging for semantic enrichment, due to the limited context that
they provide. Secondly, in EnvTest publisher names appear in scientific references, which are
harder to annotate correctly. Thirdly, the target DBpedia entities are themselves different, since
EnvTest is mostly UK and European content, whereas TAC-KBP mentions many US-related
entities and content. Lastly, there are differences between the two corpora in the way entities are
referred to linguistically. EnvTest contains longer location and organisation names (see Table 2)
as well as more abbreviations, which resulted in boundary detection errors and misses. To take
one example, “Forestry Commission Scotland” is mistakenly annotated as two entities — one
organisation and one location.

Next we discuss how, from a user perspective, LOD-based semantic enrichment helps with
information discovery.

4 Discussion

Environmental science researchers from within The British Library and HR Wallingford carried
out information discovery searches on a small subset of metadata and full-text documents from
Envia (1000 metadata files and 150 full-text papers), which were enriched semantically with our
best performing system. The search queries used for this small-scale experiment came directly
from our survey of target Envia users.

The purpose of this user assessment was to gain insight into how semantic enrichment and
LOD-based semantic search can improve information discovery. In particular, we examined:
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1. how semantic enrichment helps enhance the metadata in Envia, by populating automati-
cally the Dublin Core Subject field with selected annotations, and

2. how the more complex search queries from our survey can be answered by combining
full-text search with LOD-based semantic queries.

4.1 Impact of Semantic Enrichment on Article Metadata

The automatically added LOD-based semantic annotations were manually checked in each of
the documents, to assess their accuracy and relevance to the types of searches requested by
the environmental science researchers in our survey. The focus was on enhancing the Envia
metadata by populating the Dublin Core Subject field.

The benefit of the semantic enrichment in this case, is that by surfacing annotated terms
derived from the full-text content, concepts buried within the body of the paper/report can be
highlighted. The addition of terms affects the relevance ranking in full-text searches. More-
over, searches can be made more specific by limiting the search criteria to the Subject field
(e.g. through faceted search). This is similar in principle to the use of Medical Subject Head-
ings(MeSH) within the Medline and PubMed databases, where the content of the original doc-
ument is described through the use of key terms added to the bibliographic record.

For each semantically annotated full-text document, the metadata enrichment algorithm
retained the top five locations and organisations with DBpedia entity URIs and the associated
location-related knowledge from GeoNames. Additional terms were recognised separately, on the
basis of environmental science ontologies (outside the scope of this paper). This automatically
acquired metadata was incorporated into the Subject fields of the document (see the highlighted
terms at the bottom of Figure 1).

Once the enrichment process was complete, the enhanced metadata was loaded and indexed
in a separate full-text search repository. Differences in retrieval were measured by comparing
the results across the annotated and the non-annotated versions of the corpus using structured
search queries. Examples of the ontology-derived domain-specific terms that populated the
Subject field of one particular record were ‘Environment Agency’, ‘Scottish Government’, and
‘Scotland’. In this, and a number of other cases, these automatically generated terms provided
additional contextual information to the user, particularly useful in those instances where the
original metadata is sparse and there is no abstract present.

4.2 Impact of Semantic Search on User Query Results

In addition to populating the metadata Subject fields, the semantic annotations derived from
both the metadata and article full-text were indexed into a GATE Mimir (Multi-paradigm In-
formation Management Index and Repository) semantic repository [CTR™11]. GATE Mimir
is a multi-paradigm information management index and repository which can be used to index
and search over text, annotations, semantic schemas (ontologies), and Linked Open Data end-
points/repositories. It supports queries that arbitrarily mix full-text, structural, linguistic and
semantic constraints and scales up to terabytes of text through federated indexing.

The rationale for choosing GATE Mimir is its transparent support for semantic search con-
straints, expressed as SPARQL queries against Linked Open Data. In particular, our aim was
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to determine whether the more complex search needs of environmental researchers could be met
better through semantic queries that make use of the additional knowledge from DBpedia and
GeoNames.

4.2.1 Removing False Positives through Semantic Restrictions

The first benefit observed by the users, was that the semantic annotations were making the
search results more precise, i.e. removed false positives.

In particular, a frequent literature search query involves environmental science terms (e.g.
flooding) coupled with a geo-location (e.g. Oxford). Such queries in Envia often return false
positives, due to location names being ambiguous. For instance, the query “flooding Oxford”
returns 8 documents, 4 of which mention other locations (e.g. Oxford Road Mill — an industrial
site) and organisations (e.g. University of Oxford, Oxford University Press).

The corresponding semantic search query can be made much more precise, by specifying
explicitly in the query that Oxford is a location or even a city. In our example, the corresponding
Mimir query is flooding AND ({Sem_Location} OVER °‘Oxford’’), which filters out the 4
false positives, where Oxford is part of an organisation name.

Other similar queries we tested, included “flood management Northern Ireland” (spurious
hits returned due to documents published by the Northern Ireland Rivers Agency) and queries
involving city names, where there are documents published by eponymous city councils (e.g.
Gloucester vs Gloucester City Council).

4.2.2 Improving Search Results through LOD Knowledge

The second observed benefit was improved search coverage, through knowledge added from
GeoNames and DBpedia during the semantic enrichment phase. In particular, location-based
search queries in Envia are frequently phrased at the county (e.g. Oxfordshire) or regional (e.g.
South East England) level, whereas the full-text documents mention much more specific place
names. Therefore, such full-text searches in Envia tend to have poor recall, due to the lack
of explicit mentions of the county and the region. For example, the query “climate change
Oxfordshire” returns no results.

In contrast, the corresponding Mimir query (for documents mentioning “climate change”
and a location within Oxfordshire) returns two relevant documents about soil CO2 efflux and
Wytham Woods (see Figure 3).

4.2.3 Adding Semantic Search Constraints

The third major benefit of semantic enrichment and its combination with semantic search con-
straints, is in giving users answers to queries involving implicit knowledge. Examples from
our user survey included: “flooding in the last 10 years”, “flooding since 2007”, “flood defence
spending in non UK countries”, “where are the main rivers”, and “where is the floodplain near
Aylesbury”.

The first two kinds of queries are answered based on the automatically recognised and nor-
malised dates in the full-text content. Mimir does offer some support for negation, so queries
like the one above are possible, even though very complex to write. Semantic constraints based
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Searching Index "bl-geo-metadata-15102012"
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is controversial. Climate change adds further uncertainty to decisio ... on growth, photosynthesis and phenology at Wytham Woods, a

Mimir 4.2-SNAPSHOT, © GATE 2012.

Figure 3: Semantic search example for documents related to climate change and
Oxfordshire.

on knowledge in DBpedia and GeoNames are essential for the last two types of queries, which
are more about facts, rather than documents. From within Mimir these need to be formulated
as SPARQL queries, fired against the respective LOD endpoints, and the matching DBpedia
and GeoName instances returned in response.

Let us take as an example a user query about documents on flooding in countries with
population density greater than 500 people per square kilometre. Since none of the Envia
documents contain any information on population density, this type of query cannot be answered
through a standard full-text search engine. The corresponding MIMIR, query is:

root:flood AND {Sem_Location sparql="select distinct 7inst
where {7inst rdf:type :Country.
7inst :populationDensity 7popDensity.
FILTER(?popDensity > 500)}"}

In this case documents containing the stemmed word ‘flood’ (‘flood’, ‘flooding’, ‘flooded’,
etc.) are retrieved along with any words in the document that have been annotated as a location,
by the semantic disambiguation algorithm. An additional constraint on these matching DBpedia
location URISs is that they need to be of type Country and the value of the populationDensity
property needs to be more than 500.

Our last example query is the full-text search query ‘river flooding’. In Mimir this can
be formulated as a query for documents containing the stemmed word ‘flood” and a location,
which is of DBpedia class ‘River’. This query indeed retrieved metatada records relating to the
Thames that were not found using the full-text search terms in Envia. In this case the semantic
enrichment algorithm had tagged the Thames with the corresponding DBpedia URI and the
SPARQL semantic constraint checked against DBpedia that indeed it is of type river.

root:flood AND {Sem_Location sparqgl="select distinct 7inst
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where {7inst rdf:type :River}"}

4.3 Future Work

The focus of this deliverable was on studying the benefits of using Linked Open Data (LOD)
vocabularies, automatic semantic enrichment methods, and semantic search, to improve infor-
mation discovery on environmental science literature. Firstly, we described an approach for
LOD-based semantic enrichment of metadata and full-text documents. Secondly, the results
were evaluated, both quantitatively and with users. For the latter, we compared semantic
search queries against the full-text search capabilities of the Envia British Library information
discovery tool.

Specifically, we tested the usefulness of knowledge from DBpedia and GeoNames, to enhance
information discovery and management of environmental science literature. The conclusion is
that accessing knowledge from Linked Data allows for generalisations and, thus, answering more
complex information needs, such as identification of documents that refer to water levels at the
Thames barrier as relevant to a search for flooding in south-east England.

The ontologies selected for this experiment in semantic enrichment and search were found to
be sufficient for the purposes of the initial evaluation. Despite its generic nature DBpedia proved
a useful LOD resource. GeoNames was used to enrich further the DBpedia entities annotated
in document content with location-based knowledge.

The main focus of ongoing and future work is to develop and evaluate an intuitive user
interface for semantic search, that can hide the complexities of the SPARQL semantic search
constraints, while, at the same time, allowing environmental researchers to benefit from the
more powerful semantic search capabilities.

A parallel line of research is on improving the precision and recall of the semantic enrichment
algorithm, both in general and specifically on environmental science literature. The first priority
is improving the candidate selection and disambiguation of abbreviations and longer organisation
names. We will also be working on giving the methods some credit for minor classification
mistakes (e.g. NE England being recognised as England, which is its parent administrative
division). At present, such errors are considered completely incorrect, whereas we plan to adopt
an ontology-based evaluation metric (e.g. [MPLO08]), which would give some credit in cases where
a super-class is chosen instead of the correct class.

Last but no least, we will undertake a larger user-based evaluation experiment, including
participants from our original user survey, as well as newly recruited environmental science
researchers. The Envia tool will be undergoing further development in the next three years,
which, over time, will give us access to user query logs and allow us to identify and improve
iteratively the quality of the semantic enrichment and search algorithms.
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Table 3: Entity disambiguation results on the TAC-KBP development corpus. The
highest precision, recall and F)} scores are marked in bold.

PER LOC ORG UKN Overall

DBpedia Precision 0.97 082 0.86 0.82 0.85
Spotlight Recall 040 0.46 0.31 0.34 0.39
Fi-score 0.57 0.59 0.46 0.48 0.54

Zemanta Precision 0.96 0.89 0.82 0.90 0.90
Recall 0.84 0.62 0.57 0.76 0.68
Fi-score 0.90 0.73 0.68 0.82 0.78

Commonness Precision 0.833 0.636 0.535 0.759 0.678
Baseline Recall 0.833 0.631 0.531 0.749 0.668
Fi-score 0.833 0.634 0.533 0.754 0.673

String Similarity = Precision 0.578 0.322 0.368 0.620 0.448
Baseline Recall 0.578 0.319 0.365 0.612 0.441
Fy-score  0.578 0.321 0.367 0.616 0.445

Semantic Precision 0.578 0.322 0.368 0.620 0.448
Similarity Recall 0.578 0.319 0.365 0.612 0.441
Baseline Fi-score 0.578 0.321 0.367 0.616 0.445
Contextual Precision 0.578 0.314 0.368 0.617 0.443
Similarity Recall 0.578 0.311 0.365 0.608 0.437
Baseline Fi-score 0.578 0.313 0.367 0.612 0.440
LODIE: Precision 0.81 0.73 0.56 0.75 0.71
Weigthed Recall 0.82 0.76 0.59 0.77 0.74
Combination F'i-score 0.82 0.75 0.58 0.76 0.73
Zemanta N Precision 1.00 0.95 0.97 0.97 0.97
LODIE Recall 0.74 0.45 0.42 0.66 0.54

Fi-score 0.85 0.61 0.58 0.79 0.69
Zemanta U Precision 0.94 0.77 0.72 0.82 0.82
LODIE Recall 0.93 0.76 0.71 0.81 0.81

F'i-score 0.94 0.77 0.71 0.82 0.82
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Table 4: Evaluation results on the EnvTest corpus
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LOC ORG TOTAL
P R P P R bt P R R
Commonness Baseline 0.64 0.67 0.66 | 0.61 0.78 0.69 | 0.63 0.71 0.67
String Similarity Baseline 0.64 0.67 0.66 | 0.61 0.77 0.68 | 0.63 0.70 0.67
Semantic Similarity Baseline 0.64 0.67 0.65| 0.61 0.78 0.69 | 0.63 0.70 0.67
Contextual Similarity Baseline | 0.46 0.48 047 | 0.49 0.62 0.55| 0.48 0.53 0.50
LODIE: Weighted Combination | 0.68 0.68 0.68 | 0.69 0.79 0.74 | 0.68 0.72 0.70
Zemanta 0.79 045 057|084 0.53 065 | 0.81 0.46 0.59
Zemanta N LODIE 097 033 049|099 046 0.63]0.98 037 0.54
Zemanta U LODIE 0.68 0.72 0.70 | 0.68 0.77 0.72 | 0.65 0.73 0.69




