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Executive Summary 
This deliverable describes the approaches and results concerned with leveraging the social 
web to contextualize content and information to be preserved. In particular, this WP’s 
objectives include the following: 

 Analysis of interaction and cultural dynamics in social networks. This includes 
modelling and understanding structure and interactions in social networks, how that 
structure evolves and how information propagates in the networks. 

 Techniques and tools for information management in a social context. The purpose 
of this objective is to facilitate the content appraisal process by leveraging on-line 
social networks (e.g., context aware social search, mining of social media, etc.)  

This deliverable describes the work done to date towards the previous objectives. More 
specifically, the focus is on cultural dynamics, context-aware social search, and social media 
mining. 
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1 Introduction 
Given the importance of the World Wide Web as a source of information, adequate Web 
archiving and preservation has become a cultural necessity in preserving knowledge. 
However, in addition to the “common“ challenges of digital preservation, such as media 
decay, technological obsolescence, authenticity and integrity issues, Web preservation has 
to deal with the sheer size and ever-increasing growth rate of Web data. Hence, selection of 
content sources becomes a crucial task for archival organizations. Instead of following a 
collect-all strategy, archival organizations are trying to build community memories that 
reflect the diversity of information people are interested in.  

An important aspect is that content is created in a specific social context, and thus, it 
reflects particular socio-historical moments. With the advent and widespread use of the 
web, it is clear that societies around the world are increasingly connected—events in one 
part of the world are known at very distant locations with little latency, and once news 
breaks out, “everybody” has contextual information at some level. The meaning of this 
information can vary significantly, but one thing that characterizes these current flows of 
information is that increasingly people are empowered to create, modify, and share 
content. In many ways, these actions create the context around events. 

One of the big challenges for archiving and for journalism is therefore being able to leverage 
this contextual information. On the one hand, context defined as “the circumstances that 
form the setting for an event, statement, or idea, and in terms of which it can be fully 
understood and assessed” is often described by information in social media (e.g., reactions, 
connections between individuals that talk about the event, etc.). On the other hand such 
context can serve to determine the importance of particular units of information, and to 
“explain” them in future settings.  

In this document, we describe techniques and approaches concerned with social-web 
archive contextualization. In particular, we describe our work on cultural dynamics, which 
refers to gaining insights into cultural patterns in social media, context-aware social search, 
and social media mining.  

We focus on large-scale analysis of social media because insights gained can be instrumental 
in devising crawling strategies and in interpreting the spread and meaning of information in 
different cultural settings within the journalism use case. We examine the reaction of 
people in social media to news articles, by developing techniques that could help journalists 
and curators semi-automatically filter the most relevant content. We study social search and 
propose techniques to carry it out because it could be a crucial tool in finding relevant 
information for curators and journalists. In addition, we describe our work on social media 
mining, specifically in signed networks that can be constructed from interactions by users in 
social media, and in near duplicate video detection. Both of these activities are useful for 
archiving and journalism in order to identify relevant individuals and content. 
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2 Overall Architecture and Approach 
The general architecture in ARCOMEM is described in deliverable 3.2. We replicate the main 
components here to highlight how the work reported in this deliverable may be integrated 
in the ARCOMEM system. 

2.1 General Architecture 
The goal for the development of the ARCOMEM crawler architecture is to implement a 
socially aware and semantic-driven preservation model. This requires thorough analysis of 
the crawled Web page and its components. These components of a Web page are called 
Web objects and can be the title, a paragraph, an image or a video. Since a thorough 
analysis of all Web objects is time-consuming, the traditional way of Web crawling and 
archiving is no longer working. Therefore the ARCOMEM crawl principle is to start with a 
semantically enhanced crawl specification that extends traditional URL-based seed lists with 
semantic information about entities, topics or events. This crawl specification is 
complemented by a small reference crawl to learn more about the crawl topic and intention 
of the archivist. The combination of the original crawl specification with the extracted 
information from the reference crawl is called the intelligent crawl specification. This 
specification, together with relatively simple semantic and social signals, is used to guide a 
broad crawl that is followed by a thorough analysis of the crawled content. Based on this 
analysis a semi-automatic selection of the content for the final archive is carried out. 

The translation of these steps into the ARCOMEM system architecture foresees four 
processing levels:  

 crawler level,  

 online processing level,  

 offline processing level, and 

 dynamics analysis,  

These revolve around the ARCOMEM database as depicted in Figure 1. The ARCOMEM 
database – consisting of an object store and a knowledge base – is the focal point for all 
components involved in crawling and content analysis. It stores all information from the 
crawl specification over the crawled content to the extracted knowledge. Therefore a 
scalable and efficient implementation together with a sophisticated data model is 
necessary. The different processing levels are described as follows. 

2.1.1 Crawling Level 

At this level, the system decides and fetches the relevant Web objects as these are initially 
defined by the archivists, and are later refined by both the archivists and the online 
processing modules. The crawling level includes, besides the traditional crawler and its 
decision modules, some important data cleaning, annotation, and extraction steps. The Web 
objects (i.e., the important data objects existing in a page, excluding ads, code, etc.) are 
stored in the ARCOMEM database together with the raw downloaded content. 
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2.1.2 Online Processing Level 

Online processing is tightly connected with the crawling level. At this level a number of 
semantic and social signals such as information about persons, locations, or social structure 
taken from the intelligent crawl specification are used to prioritize the crawler processing 
queue. Due to the near-real-time requirements, only time-efficient analysis can be 
performed, while complex analysis tasks are moved to the offline phase. The logical 
separation between the online processing level and the crawler level will allow the 
extension of existing crawlers at least with some functionalities of the ARCOMEM 
technology. 

2.1.3 Offline Processing Level 

At this level, most of the basic processing over the data takes place. The offline, fully-
featured, versions of the entity, topics, opinions, and events analysis (ETOE analysis) and the 
analysis of the social contents operate over the cleansed data from the crawl that are stored 
in the ARCOMEM database. These processing tools perform linguistic, machine learning and 
NLP methods in order to provide a rich set of metadata annotations that are interlinked 
with the original data. The respective annotations are stored back in the ARCOMEM 
database and are available for further processing and information mining. After all the 
relevant processing has taken place, the Web pages to be archived and preserved are 
selected in a semi-automatic way. Finally, the selected original pages are transferred to the 
Web archive (in the form of WARC files).  

Both the Web Archive and the ARCOMEM database (metadata annotations) are accessible 
by the ARCOMEM applications to support their functionality. 

2.1.4 Dynamics Analysis Level 

Finally, a more advanced processing step takes places. It operates on collections of Web 
objects that have been collected over time in order to register the evolution of various 
aspects identified by the ETOE and Web analysis components. As such, it produces 
aggregate results that pertain to a group archive of objects, rather than to particular 
instances.  

2.1.5 Applications 

We implement customized methods to interact with the ARCOMEM crawler and ARCOMEM 
database, for example to satisfy the use cases described in section 2.2. The archivist tools 
allow archivist to specify or modify crawl specifications and do the quality assurance. By 
explicitly marking certain pages as relevant to a crawl, the intelligent crawler can -- even 
during a crawl campaign -- learn more about the crawl intentions and crawl specification. 
This is especially important for long running crawls with broader topics. The intentions 
behind broader crawl topics are less precise and rather abstract, which leads to a 
semantically more generic crawl specification. Examples for this are the financial crisis or 
elections. In these cases, sub-topics, entities, and events are changing more often than 
during highly focused crawls and therefore require regular adaption of the crawl 
specification. 
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The archivist tool is also used to create the final Web archives. Based on a relevance 
analysis, a semi-automatic method proposes to the archivist relevant Web pages from the 
ARCOMEM database that should be preserved. The archivist always has the possibility to 
include or exclude pages from this selection. Finally, the selected content will be transferred 
to the WARC files for preservation. The foreseen end-user applications allow users to search 
the archives by domain, time and keywords. Furthermore, browsing the archives via 
different facets like topics, events, and entities, and visualizing the sentiments of Social Web 
postings complement the end user application. However, the applications are not limited to 
the described examples. The ARCOMEM system is open to any kind of application that 
wants to use it. 

 

 

Figure 1 - Overview of the ARCOMEM Architecture 

2.2 Use Cases 

ARCOMEM follows a strong user-driven approach. To this end, two application scenarios 
have been selected, in order to illustrate and test in a variety of real-life settings the tools 
developed, and to provide feedback through mockups developed early in the project. The 
first application is driven by two major broadcasting companies, namely Deutsche Welle 
(DW) and Südwestrundfunk (SWR), and targets the event- and entity-aware enrichment of 
media-related Web archives based on the Social Web. The second application is driven by 
two European parliaments (the Greek and the Austrian parliament), and targets the 
effective creation of political archives based on the Social Web. 
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2.2.1 Broadcaster Use Case 

Due to the increasing importance of the Web and Social Web, journalists will in the future 
no longer be able any more to only use reliable sources like news agencies, PR-material, or 
libraries. User-generated content will become another important information source. This 
shift in importance is also the case when own events of the broadcasters should be 
documented and their impact should be analyzed. In both cases it is important that the 
user-generated content stays accessible even if the original source disappears. Therefore, 
the management of digital content from a Social Web archive perspective is a key concern 
for broadcasting companies. 

The main objective in the broadcaster scenario is to identify, preserve, interrelate, and 
eventually use multimedia content from the Social Web that is relevant to a specified topic, 
event, or entity. Two groups of users are involved: the archivists and the journalists. The 
archivists need support for selecting and archiving relevant content. Their job is to define 
and fine-tune the boundaries of the focused crawling until the results are satisfactory, at 
which point the results are stored into the archive. The journalists need to easily find 
relevant content for their stories/articles/shows, and then be able to follow the discussions 
and opinions on them. 

As a concrete example, we consider the case of an annual popular rock festival called “Rock 
am Ring” that takes place in Germany and is covered by SWR. Journalists covering the 
festival would like to have access to relevant content from blogs, social networks, as well as 
photo and video networks. Information gathered from those sources is selected, processed, 
and organized so that questions such as the following can be answered: 

 How did people talk about the event? 

 How are opinions distributed in relation to demographic user data? 

 Who are the most active Twitter users? 

 Where did they come from? 

 What did they talk about? 

 What videos were most popular on Facebook? 

2.2.2 Parliament Use Case 

Parliament libraries provide Members of Parliament (MP) and their assistants, journalists, 
political analysts, and researchers information and documentation for parliamentary issues. 
Besides traditional publications, the Web and the Social Web play an increasingly important 
role as an information source since it provides important and crucial background 
information, like reactions to political events and comments made by the general public. It 
is in the interest of the parliaments to create a platform for preserving, managing, mining, 
and analyzing all the information provided in the social media. 

Through ARCOMEM the Greek and Austrian parliaments aspire to transform their flat digital 
content archives to historical and community memories. In particular, one of the selected 
case studies concerns the Greek financial crisis. ARCOMEM opens the road for answering 
questions like: 

 What is the public opinion on crucial social events? 
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 How has the public opinion on a key person evolved? 

 Who are the opinion leaders? 

 What is their impact and influence? 

The parliament use case exhibits notable differences compared to the broadcaster use case. 
First, parliaments have multimedia archives with content partly produced by the 
parliamentary procedures. The focus is on associating this information with the events and 
entities involved, and subsequently enriching it with relevant user content from the Social 
Web. Second, crawls may last longer than in the broadcaster case. Political events may have 
a long aftermath, in contrast to news stories which are usually more temporally focused. 
Another difference is that a broad range of people use the parliament archives and may 
have varying requirements when retrieving information, making it difficult to cover 
everyone’s needs. 

The requirements for the ARCOMEM system have been compiled in close collaboration with 
the broadcaster and parliament users, and were based on the analysis of a number of use 
cases similar to those outlined above. The analysis phase identified a list of possible content 
sources for each use case, belonging to various social media categories (blogs, wikis, social 
networks, discussion groups, etc.), together with a number of attributes of interest for each 
source. Moreover, the functionality of the system was specified in detail. 

Our extraction and enrichment experiments are already applied to use-case specific 
datasets, crawled from the Web for the needs of the two use cases described above. 

2.3 Current Crawls and their Challenges 

Based on the use cases described above, a number of dedicated datasets (crawls) were 
obtained, posing particular challenges with respect to entity extraction and enrichment.  

For the long-term availability and usage of Web content, it is important to preserve not only 
the content itself but also its context and interactions from relevant Web destinations. 
These include those that the content providers own (the main portal, channel portals or 
programme portals), those that they partner with (e.g. joint broadcaster portals), social 
media services or platforms, and both professional and user blogs/websites. This type of 
content is varied and comprises general content, commenting, rating, ranking and 
forwarding, while containing both structured data and unstructured free text.  

To this end, it is a challenge to manage and correlate content from these information 
sources, differing in quality, form (e.g. both audiovisual and textual material) and structure. 
In order to achieve a focused crawl, it is necessary to identify semantically related objects, 
e.g. ones which discuss the same events or entities. However, the preservation and 
identification of correlations within such a diverse variety of Web sources poses a number 
of key challenges: 

 extraction of events and entities from heterogeneous and unstructured content;  

 structured representation and enrichment of events and entities; 

 detection of events and entities in heterogeneous and unstructured content; 

 detection of term and entity evolution; 
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Entity and event extraction from unstructured and heterogeneous Web data is one of the 
key challenges. This involves the use of natural language processing (NLP) techniques to 
extract events and entities from unstructured and heterogeneous text, and video analysis 
techniques to deal with audiovisual material.  

Although extraction is performed in the offline phase, there are still time requirements. 
Because the newly extracted entities and events are used in the online phase to focus the 
crawl, the extraction must be reasonably fast. To keep the crawl from becoming too diffuse, 
the results of the extraction must also be highly accurate, which provides an additional 
challenge. 

The representation and enrichment of events and entities requires appropriate schemas 
and vocabularies to be identified and defined in order to enable the population of a 
knowledge base containing potentially vast and highly dynamic event- and entity-related 
datasets. While we may only be able to extract partial and limited data, its enrichment is 
nevertheless an important and implicit task. Enrichment will exploit the vast amount of 
structured Linked Data [1] available on the Web, in order to expand event descriptions with 
references to related knowledge, for example DBpedia entities. The chosen representation 
schema has therefore to be defined in an interoperable way and be well-aligned with 
existing linked data schemas and vocabularies.  

In contrast to the extraction, the detection of events and entities needs to exploit the data 
captured in the knowledge base in order to automatically detect events and entities. Both 
NLP and video processing techniques need to be exploited here too, but with much less 
time for analysis: this means that the processing will be more shallow. Because the 
detection occurs in the online phase  and is in close interaction with the crawler, a key 
challenge is to perform the detection in a very short time frame and with limited time for 
deep, linguistic analysis. 

Finally, the results of both processing phases (Offline, Online) are used for targeted Web 
crawling. This allows the crawling strategy to be gradually refined, based on the outcomes 
of the previous crawling, extraction and detection activities. It is a challenge to make 
appropriate use of these outcomes to create focused archives. 
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3 Cultural Dynamics (YIS, LUH) 
The use of social media has grown tremendously all over the world in recent years, and the 
impact of such growth has expanded in unexpected ways. Twitter, in particular, has become 
the most widely used microblogging service, and messages posted on it, in many ways, 
reflected real life events—from the revolutions in Tunisia and Egypt, to natural disasters 
such as the Chilean and Japanese earthquakes. Twitter users, however, post and share all 
kinds of information, ranging from personal opinions on important political issues, to 
mundane statements that may have little interest to most, except for their closest friends.  

The range and scope of the service, and the fact that most user profiles and tweets are 
public, creates a huge opportunity for researchers. Using Twitter data, they can gain insights 
not just into how that particular service is used, but also into questions that are relevant in a 
social system for a particular point in time. This includes how news propagates, how people 
communicate, and maybe how they influence each other. 

Given this context, two key questions in the study of social media are how its use differs 
across cultures and countries, and whether any patterns revealed reflect behavioral 
differences and similarities between different groups. In spite of a long tradition and a lot of 
research in cultural anthropology, sociology, and other fields that address cultural 
differences, very little work has been carried out which takes into account large data sets 
that specifically examine differences across countries   

There is no question, therefore, that microblogging services, and in particular Twitter, form 
an important component of the Web’s content generated and consumed via social media. In 
terms of the use cases specific to ARCOMEM, Twitter in particular has become a significant 
source of news and a source of information for consumers as well as for journalists. In terms 
of preservation, as evidenced by the examples above, Twitter data also plays a major role. 
The purpose of this work, however, is to investigate techniques and large-scale analysis 
methods on social media that can be helpful in social web archive-contextualization. In 
particular, this means that the results of analysis such as those presented here could be an 
integral component of the archive, and that the results of such analysis could also help 
guide the archiving process as well as the design of algorithms for the other use cases. As 
we note below, there are significant differences in the general characteristics of the Twitter 
network in different countries, and such differences should be taken into account in 
designing crawling and preservation strategies, and can help explain differences in how 
information spreads in such networks. In the journalism case, for instance, insights into 
those networks could help explain and determine reliable sources of information. 

3.1 Cultural Differences on Twitter (YIS) 
The main results of our work are described in [2]. In this section, however, we summarize 
the main findings when analyzing a large data set from Twitter. We perform this analysis in 
order to examine possible differences and similarities in several aspects of the use of the 
service. In particular, we focus on examining a year's worth of Twitter data for a large 
number of “active” users in the ten countries which tweet the most. We report on 
differences in terms of level of activity (number of tweets per user), languages used per 
country, the happiness levels of tweets, the content of tweets in terms of re-tweets, 
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mentions, URLs, and the use of hashtags. Additionally, we report differences and similarities 
in terms of the network structure.  Our main contribution is to provide a series of insights on 
how tweeting behavior varies across countriesin terms of the factors described above, and 
on possible explanations for such differences. This is the largest study done to date on 
microblogging data, and the first one that specifically examines differences across different 
countries. 

 

 

Figure 2 - Distribution of users (%) in the dataset for each Top-10 country and 
their activity. 
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Figure 3 - Tweet/User ratio for each Top-10 country. 

3.1.1 Languages 

To analyze the language in which tweets are written, we classify each tweet using 
proprietary Yahoo! software. As a result, 99.05% of the tweets were classified into 69 
languages. The 10 most popular languages are shown in Figure 4. English is the most 
popular language, and it corresponds to nearly 53% of the tweets. 

Additionally, Figure 5 shows the three most common languages for each of the top-10 
countries, as well as the percentage of tweets which correspond to these languages. It is 
worth noting that English is one of the three most frequently used languages for these 
countries, and for the Netherlands, Indonesia, and Mexico more than 10% of tweets are in 
English, while for Brazil it is 9%. Additionally, a special consideration should be taken for the 
languages of Italian and Catalan, which appear in Figure 4and Figure 5. This is a strange 
finding given the fact that Italy is not considered in the top-10 countries of our study and 
the number of people who speak Catalan world-wide is very small. By sampling the tweets 
for Catalan and Italian we find that many of them correspond to false positives given by our 
classifier, since they actually correspond to Portuguese and Spanish. The high resemblance 
of these languages, in addition to the common use of slang, along with misspellings, makes 
automatic language identification particularly challenging. 
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Figure 4 - Most commonly used languages in each Top-10 country. 

 

Figure 5 - Three most popular languages for tweets in each Top-10 country. 

3.1.2 Sentiment Analysis 

We also analyzed the sentiment component of tweets, for this we use the measure of 
happiness as coined by Dodds et al. [3], which is also more commonly referred to as 
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valence. This value represents the psychological reaction which humans have to a specific 
word, according to a scale which ranges from “happy” to “unhappy”. In particular, we 
analyze the happiness levels for each of the top-10 countries, considering only tweets 
classified as English and Spanish. To achieve this, we used the 1999 Affective Norms for 
English Words (ANEW) list by Bradley and Lang [4] for English tweets, and for Spanish, we 
used its adaptation by Redondo et al. [5]. The ANEW list contains 1,034 words and each 
word has a score in a 1 to 9 range, which indicates its level of happiness. We computed the 
“weighted average happiness level", based on the algorithms of Dodds et al. [3]. The results 
of this sentiment analysis for (a) English and (b) Spanish, are shown in Figure 6 - Average 
happiness level for English (top) and Spanish (bottom). These results agree with those 
reported by Dodds et al. [3]: the values are between 5 and 7 for both languages and there is 
also a general increase in happiness towards the end of the year. It is interesting to note 
that Brazil has the highest values almost every month, even though we are not particularly 
considering Portuguese. Nevertheless, after August happiness levels in Brazil decreased until 
November. Also, in December all countries show an increase in their happiness level. 
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Figure 6 - Average happiness level for English (top) and Spanish (bottom).  

Some differences can be appreciated in the results for Spanish tweets in Figure 6.The 
number of tweets in Spanish is disproportional as 7 countries account for less than 1% of 
the tweets, while Mexico, USA and Brazil together account for almost 98% of the total. 
Nevertheless, USA and Mexico have happiness patterns that are similar to most countries. 
Only Brazil and Indonesia results differ from the rest: there is a strong increase in happiness 
from June to July for Brazil and Indonesia. Interesting drops in levels happen in Indonesia 
during the months of May and August. Brazil has clearly the highest values for all months, 
but it also presents higher ups and downs. 
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Table 1 - Average usage of features per user for each country  

3.1.3 Content Structure 

Countries are ordered according to the ratio Tweets/User (see Table 1). Results show that 
Indonesia ranks first in tweets per user, followed by Japan and Brazil. It is interesting also to 
see that Indonesia and South Korea have the highest percentage of mentions in contrast to 
Japan that has the lowest, and it seems also to be the country with the fewest re-tweets in 
our data set. This indicates a higher use of Twitter for conversation than in other countries. 
The Netherlands is the country with most hashtags per user, while the US seems to be the 
country with most mentions of URLs per user. At first glance, this could indicate that the US 
uses Twitter more for formal news dissemination, constantly citing external sources. 

3.1.4 Network 

Twitter also provides a social network structure for its users. That is, users connect to each 
other through directed links so relationships are not necessarily reciprocal. Users can 
choose to follow other users, by subscribing to their updates. These connections between 
users can be viewed as a large directed graph. 

We now focus on the analysis of the Twitter social network graph for each of the top-10 
countries and its active users. In order to obtain this graph, we extracted user relationships 
using the public Twitter API (4J), collecting the list of followers/followees for each user. In 
this particular graph, connections between users are highly dynamic, so we worked with a 
snapshot of the graph, which was crawled between November 25 and December 2, 2010. 
This crawl resulted in 12,964,735 users and 90,774,786 edges. We cleaned this dataset to 
keep only edges and users which corresponded to our active user set. Prior work [6] has 
shown that analysis of partial crawls of social networks can underestimate certain 
measures, such as degree distribution, but continue to preserve accuracy for other metrics, 
such as density, reciprocity and connectivity. Therefore, by preserving the active component 
of the graph we are analyzing the most relevant part of the social structure. 
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Table 2 - General summary of network statistics per country.  

Table 2 shows a summary of each countries’ statistics. For each local network analysis, we 
consider only connections between users in the same country. The second and third 
columns in Table 2 show the node and edge coverage of each country in relation to the 
complete graph. We also show the percentage of reciprocity, which is the fraction of ties 
between users which are symmetric. Overall, the top-10 most active countries cover 25.73% 
of the total of active users in the social graph. Additionally, these countries cover 21.64% of 
the total number of edges in the global network. Table 2 shows that for some countries 
reciprocity is very significant, in particular for Japan, South Korea, Indonesia and Canada. 
The symmetric nature of social ties affects network structure, increasing connectivity and 
reducing the diameter, as shown below in Table 3. 

 

Table 3 - Summary of network density statistics per country.  

Table 3 shows a summary of graph density statistics, such as average degree, density and 
average clustering coefficient. The US and South Korea are the countries with the highest 
averaged degree per node in column 2, meaning that their users tend to concentrate more 
followers and followees than in other countries. Indonesia, on the other hand, presents a 
very low degree (only 2.12 edges per node on average) in spite of being a very active 
community. The third column in Table 3 shows each local network’s density values. The 
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density is 0 for a graph without edges and 1 for a fully connected graph. In our study, South 
Korea displays the highest density of all countries. Additionally, density increases as the 
network becomes smaller, i.e. the US has the lowest density, and the highest values 
correspond to South Korea, Netherlands and Australia. Therefore, smaller communities are 
in general more well-connected within their own country. 

The fourth column in Table 3 shows the average clustering coefficient. 

We can observe that communities with high clustering coefficient and less reciprocity may 
indicate more hierarchical-type relationships between users (i.e., two users who share a 
reciprocal tie follow a same third user who does not reciprocate). The fifth column of Table 
3 shows the number of strongly connected components that exist in each country. 

 

Table 4 - Summary of graph modularity statistics per country.  

 

 

Table 5 - Summary of graph distance measures per country. 

Table 4 shows the modularity of each social network graph, we use this coefficient as 
defined by Girvan and Newman [7], which evaluates how well a graph can be partitioned. A 
value of 0.4 or greater is generally considered meaningful. In our analysis we can appreciate 
that Indonesia and Canada display high modularity, which indicates that the communities 
found in these countries are more compact and closed than in other countries. On the other 
hand, Mexico, South Korea and United Kingdom indicate less separation between their 
communities. In addition, in Table 5 we summarize some general network distance 
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measures per country. Table 5shows that Indonesia presents the highest diameter, 
indicating that this network is very partitioned, which agrees with its high modularity 
coefficient. Several countries register diameter values in the range of 16-18. The lowest 
diameter is found South Korea. We can also see that average path lengths are proportional 
to diameter values. In general, the number of shortest paths is proportional to the number 
of edges in the graph. Notice that, for example, the three graphs with the highest edge 
coverage values (US, Brazil and United Kingdom) are also the three countries with the 
highest shortest path values (see Table 2). 

We analyze the existence of a direct relationship between average path length and diameter 
with reciprocity. Intuitively, we would expect that shorter paths and diameters would result 
from networks with high reciprocity. Nevertheless, experimentally, we do not observe any 
apparent relationship. On the contrary, several countries show significant reciprocity and at 
the same time large diameters. The most noticeable case is Indonesia, which shows the 
largest diameter and also high reciprocity. This suggests that graph structure strongly 
influences the relationship between reciprocity and diameter. 

Given our previous observation, which was that Indonesia had high modularity (see Table 4), 
this supports the idea that this country has very compact and isolated communities of users. 
On the other hand, Canada also shows a very significant modularity value but its diameter 
and average path length values are very similar to countries that do not show a community 
structure. The main difference between Indonesia and Canada from our observation is that 
the first has a much lower clustering coefficient and density than the second. This might 
indicate that Indonesia has more users than Canada, which does not participate in large 
communities. 

 

Table 6 - Summary of graph degrees and assortativity statistics per country.  

We also examine the graph structure of each network by considering node degree 
distribution. Degree distributions of many social networks have been shown power laws 
behaviours. This kind of networks are networks where the probability that a node has 
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degree k is proportional to k, where is known as the power law coefficient. Table 6 shows a 
summary of the graph degrees and assortativity coefficient. 

Finally, we analyze the number of in-links and out-links from one community to another. It is 
interesting to note that all countries direct the majority of their external out-links to the US. 
Nevertheless, several countries concentrate their most significant amount of links towards 
themselves, with the exceptions of Canada, Australia and UK, which connect to the US 
almost as much as to themselves. 

3.1.5 Main Observations 

Network reciprocity tells us about the degree of cohesion, trust and social capital in 
sociology [8]. In this context, the equilibrium tendency in some human societies is to have 
reciprocal connections. Nevertheless, Twitter networks seem to work towards an 
equilibrium which is not reciprocal and more hierarchical. Therefore, it tends more to follow 
a model in which we have authorities which receive many ties but do not reciprocate. 

On the other hand, we observe that countries which have high reciprocity tend to have a 
higher tweets/user ratio. Additionally, smaller networks also have a tendency to have higher 
reciprocity. 

Indicating more local communities. Additionally, we see that communities, which tend to 
be less hierarchical and more reciprocal, also display happier language in their content 
updates. In this sense countries with high conversation levels (@), shown in Table 1, display 
higher levels of happiness too. This is reasonable, if we think that higher conversational 
levels can imply that users privilege more informal communication, as opposed to formal 
news dissemination. Following this reasoning, we can hypothesize that these users use 
Twitter more as a conversation channel than formal information source. Therefore, their 
interaction is highly conversational with friends, as opposed to being more formal, which is 
the case of the US. High reciprocity does not imply that these countries are more well-
connected overall. In cases such as Indonesia, reciprocity is contained within very compact 
and closed groups. This increases the overall diameter of the network, as seen in Table 4. By 
analyzingTable 3, we can observe that smaller communities tend to present more reciprocal 
ties between users in general along with high density and average clustering coefficient (not 
always but this is the tendency) pointing towards more reciprocal relationships. 
Additionally, high reciprocity creates high activity in communities such as Indonesia and 
Japan. On the other hand, we can see in Table 3that countries with high density and high 
clustering coefficient, such as South Korea, Netherlands and Australia, contain users which 
participate in small and compact communities. Other countries, such as the US, have low 
clustering coefficient and density, which indicates that many users do not participate in a 
small compact community. 

3.2 Identifying relevant and social content in Twitter (LUH) 

Social Networks, like Twitter, with their respective comment functions as in Flickr, serve as 
vast sources for hot and new information, making it useful to excavate this information in 
order to guide the crawling process to currently hot crawl-related information. 
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Various social networks offer users facilities to form groups or to group their friends, just 
like in real life. These groups are usually either topic centric or socio-centric, i.e. based on 
friend-relationships.  

As people tend to cluster around topics or common interests, knowing these can help in 
recognizing new relevant crawl targets. For example, envision the crawler encounters a 
group of rock fans in a social network while crawling for Rock-am-Ring, which is filled with 
discussions on this topic. By analysing the network of these users, we can identify other 
users they are socially connected to, and decide how far to traverse the social network of 
such users. 

3.2.1 Twitter Analysis 

LUH investigated feasible metrics to identify relevant social content in Twitter. Twitter has 
the advantage of being publicly accessible, thus allowing us to gather all contacts and 
interactions of all users. On the other hand, Twitter has shown itself to be a rather special 
social network, as it has large parts of unidirectional (i.e. non-social) communication. These 
are mostly news agencies or celebrities, whose tweets are consumed by very many people. 
Understandably, these people themselves never enter into communication with these 
entities. We are identifying cheap-to-crawl metrics that allow discriminating between such 
entities and ordinary users, and identifying different kinds of users, allowing the curator to 
choose the relevant part for the crawling task. 

3.2.1.1 Experimental Setup 

Twitter provides a REST API that allows access to the public data with a limited number of 
350 requests per hour. Using this REST API on different machines, we were able to crawl a 
sufficient amount of data. For bootstrapping the crawl, we used a tweet dataset which was 
crawled in 2011 by using the web service Spinn3r to obtain users.  

From the bootstrap, we selected a random sample of users and acquired lists following this 
user, lists followed by the user and lists created by the user. Furthermore, for a random 
sample of users, we acquired the social graph up to 1,000 followers and 1,000 friends. 
Finally, we acquired all lists of friends and followers of each user. 

From our acquired users, we choose a random sample of 10 million lists. We then selected 
the top 23 most frequent list names and used these names as categories. From each 
category, we randomly selected a sample of 1,000 lists. For each list we acquired 
subscribers, members, and admins. Of these, we acquired friends and followers as described 
above. 
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Figure 7 - List usage in Twitter 

3.2.1.2 Measurements 

We will now discuss some simple metrics that are useful to dissect the Twitter space in a 
meaningful way. The simplicity in this context is important, as we only have limited 
resources during the online phase of the crawl, and as of the access limitation of the API. 

The Twitter list feature allows for three different relationships between users and lists. The 
user creating a list is called administrator and is the only user allowed to add members to a 
list. The list will automatically receive all tweets of its members, publish it to the timeline of 
the list, and thereby making it available to the list subscribers. As common with twitter, 
adding a user as member does not require consent. Any user can follow (“subscribe to”) any 
list, and thereby receives all members’ tweets, which is the last relationship. As before, any 
user can subscribe to any list, and thereby receive all members’ tweets. Note the 
administrator is by default neither member nor subscriber of her lists. 

As we can see from Figure 7, list usage in Twitter is still comparably low. But, as the amount 
of inactive users is very high, we hypothesize both the more active and more avid users will 
be found in the remaining part of the Twitter sphere. 
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Figure 8  - Differences in activity of list users. 

Analyzing the differences i average behaviour supports this observation, c.f. Figure 8  - 
Differences in activity of list users. Users not involved in lists have fewer followers, 
followees, and specifically tweet less than the other users. Pure subscribing to or creating 
lists does not seem to change much, but membership significantly indicates active 
behaviour. This is to be expected, as typically only rather active users are of interest to be 
followed by other users, and therefore being used as members in lists. 

Looking at the extremes of list usage reveals also some interesting user types. Analyzing 
users creating, and therefore administrating, many lists reveals two kinds; first, news 
agencies seem to use lists systematically, e.g. WSJ created lists for geographical regions with 
their respective reporters as members, or L.A. Times created lists to coordinate a “Los 
Angeles neighbourhood” mapping effort. The other kind of users tends to create bulk lists 
with names like “lista-1” to “lista-20” etc., with mostly the same members. We assume this 
is to increase the count of lists following the user, which used to be displayed prominently 
next to subscribers / followers in the Twitter web interface.  

Looking at users being members in many lists, we not surprisingly find mostly celebrities like 
Shakira or Restart, but also well-known blogs like RWW or omgfacts, news agencies like the 
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TIME Magazine, New Yorker, or ESPN SportsCenter. These users typically only subscribe to 
very few lists themselves, e.g. PeLanza from Restart is only subscribed to one amigos list, 
while being member in 19,614 lists. 

Users with many subscribed lists reveals these users being nearly exclusively search engine 
optimization or marketing professionals, often following lists like “who followed me”, or 
“You're the people I have been talking to most! (revealed by @formulists)”. The former list 
seems to have been created manually, the latter by the now defunct service formulists.com. 
These people seem to be a fruitful source for active twitter users, as they themselves are 
actively collecting users that enter reciprocal communication with them. 

 

Figure 9 - Reciprocity of subscribers in different list types  

Furthermore, lists themselves can also be categorized by their name. As an example we 
provide the reciprocity of subscribers in different list types in Figure 9. Here we see that lists 
of more private nature, like “my favstar” (i.e. favorite users), “friends”, etc., exhibit a much 
higher interconnectivity of subscribers of that list, while others like “celebs” or “tv” seem to 
attract a much more diverse crowd of subscribers. 

We are currently in the process of analyzing further metrics on our dataset to conclude the 
experiments. 

3.2.2 Discussion and Conclusions 

We summarize that already the direct inspection of the list usage of a user tells much about 
their activity profile and allows estimation of which kind of user we are dealing with. 
Additionally, lists themselves are a fruitful source to collect users with certain profiles. We 
are confident to further substantiate the significance of these and other cheap-to-access 
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metrics, by analysing more complicated metrics like clustering coefficients etc., and drawing 
conclusions on the relevance of easily obtainable metrics. 

3.2.3 Guiding the crawler 

The goal of our research is a list of metrics that are all sufficiently cheap as API calls to be 
employed in the crawling phase, and also allow to identify significantly different user groups 
in the access phase. Using these we will develop a module for T5.3 that computes a 
relevance-score regarding the socialness of detected social network users for the crawler’s 
frontier, depending on the curators needs. 

 

Figure 10 - Extended architecture of the web crawler 

Figure 10 shows the extended architecture of the ARCOMEM Web crawler. Our module will 
fit into the Application Aware Helper part. The interfaces are: 

In: Crawled Twitter user profile 

Out: Prioritized list of relevant contacts of this user to continue crawling 

3.2.4 Content Access 

In a similar fashion, we will develop a module for guiding the curator to the places within 
the crawled social network that suit the current interest. This module will contribute to 
T2.2, T9.3, T8.2, and T9.2. 

In: Crawled Twitter user profile 

Out: Socialness score 
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4 Context-Aware Social Search 

4.1 Response to News (YIS) 

Social media services are increasingly playing a major role as platforms for people to express 
and share their opinions on what's happening around the world. Responses to events 
frequently come in the form of short messages, referring to specific topics, content, or 
information sources. In these messages, people often include the URL of a news article or a 
known topic marker, such as a Twitter hashtag. Such messages serve several purposes: to 
share the specific URL mentioned, to express an opinion about the story, or to add or refute 
information about the topic or article mentioned. The extensive use of microblogs during 
several major events in recent months (e.g., the Arab Spring, the Libyan Crisis, and the 
Occupy Wall Street movement) shows that the use of social media in these situations has 
become pervasive. Twitter is a real-time social network on which people can publicly post 
short messages, called tweets, of up to 140 characters in length. Part of the success of 
Twitter is its open nature. In contrast with some social networking platforms, tweets are by 
default visible to everyone, and thus an ecosystem has emerged in which an overwhelming 
amount of information is produced: at present about 200 million tweets are being posted 
each day, and the number is expected to continue growing. Considering that a significant 
share of tweets is about news events [9][10], keeping track of all tweets that refer to the 
most popular articles can easily become overwhelming. The sheer volume of tweets being 
posted in the context of news creates both opportunities and challenges: on the one hand 
such messages can be used to enrich and expand traditional news content, whereas on the 
other hand to avoid information overload only the most relevant and interesting messages 
need to be automatically selected. 

To solve this social media message selection problem, we therefore propose a new 
framework that takes as input a news article together with all social media responses (e.g. 
tweets) referring to the article, and outputs the most “interesting” subset of responses. 
While interestingness is a subjective notion, we hypothesize that an interesting response set 
consists of non-redundant, informative, opinionated and popular messages written to a 
large extent by “authoritative” users. Our work is motivated by a large variety of existing 
and future applications in which social media responses could be automatically coupled with 
traditional news content, e.g. displaying social responses near a news article for an 
enhanced reading experience. Even though in this document we focus on messages posted 
on Twitter, our approach can be applied to other microblogging services. Our framework is 
based on a pipeline of five distinct stages, and tackles the interesting tweet selection 
process from the individual tweet level, as well as from the collective selection level. At the 
individual level, the algorithm considers multiple content, social, and user features to infer 
their intrinsic level of information, opinion, popularity, and authority. Simultaneously, at the 
collective level, the algorithm ensures the inclusion of non-redundant and diverse tweets in 
the final set. We are working on evaluating our approach both through human and 
automatic experiments. Furthermore, we perform an in-depth analysis of the human 
evaluations, shedding light on the subjectivity and perception of interestingness in this 
particular task. Given a news article and a set of tweets referring to that news article, the 
task is to and a limited selection of tweets that, in light of the article content, would be 
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considered by the average reader to be the most “interesting” ones. Even though 
quantifying the interestingness of a selection of tweets is subjective in nature, we 
hypothesize that it can be decomposed into indicators that can be more objectively 
measured. 

Specifically, we postulate that an interesting selection of tweets contains informative, 
opinionated, and popular tweets relevant to the news article. Furthermore, the tweets will 
be written mostly by users that have authority on the news topic. Looking beyond single 
tweets, we also presume that an interesting selection complies with two additional 
indicators at the collective level, i.e. containing diverse and non-redundant tweets. We 
describe the indicators in more detail in Table 7. 

 

 

Table 7 – Decomposing interestingness into user, tweet and selector indicators.  

In the following, we introduce a general framework for response selection composed of five 
components. Responses (tweets) correspond to nodes in a graph and relationships among 
them correspond to edges. The five components are as follows: 

1. Feature construction: the step of feature generation for individual nodes (tweets). 
We distinguish between scoring and diversity features. 

2. Network construction: the step of generating edge features connecting individual 
nodes (tweets, sentences). 

3. Feature weighting: the step of applying a weighing function on each feature and 
edge type, analogous to feature selection. 

4. Node scoring: the step of applying the scoring (regression) function on individual 
nodes, using the scoring features. 
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5. Node selection: the step of constructing an optimal subset of scored nodes (e.g., 
tweets) with respect to some collective indicator, operating on diversity features. 

The above framework can be instantiated to obtain any of the previous related response 
selection approaches. Furthermore, the same component can play multiple roles: e.g., the 
factor graph inference algorithm used in the dual-wing factor graph approach 
simultaneously performs selection while internally collectively scoring tweets. 

4.1.1 Our approaches 

In the following, we describe the family of tweet selection approaches we introduce and 
evaluate. We derive our approaches by instantiating the general pipeline described above 
with combinations of specific scoring and selection methods. 

4.1.1.1 Scoring  

We experiment with the following scoring methods: 

Support vector regression (SVM): the output is a prediction score; it uses the epsilon-SVR 
method [11]. Logistic regression (LR), the output is the likelihood estimate; it uses L2 
regularized logistic regression [12], trained by performing the L-BFGS optimization 
procedure [13] maximizing likelihood of the model given the training data. 

4.1.1.2 Selection  

We experiment with the following methods: 

 Selection with textual entailment. Entailment is the property of a pair of statements: 
a hypothesis H and a novel statement T. We say that H entails T if the truth value of 
T follows from H. Our selection approach greedily selects the highest scoring tweet 
that is not entailed by any of the already selected tweets. Here, textual entailment is 
used as a proxy for pairwise redundancy. To obtain the truth value of entails(H; T), 
we use the EDITS textual entailment suite [14] with the entailment model, used in 
the RTE6 competition [15]. Methods using this selection algorithm are marked with 
Entailment. 

 Entropy maximization. This selection algorithm is adapted from the Diversity 
Sampling approach. Given a probability model over all of the tweet diversity features 
in the sample, we can estimate an empirical probability of a tweet occurrence given 
its features. Using that probability estimate, we can also compute the entropy of a 
given tweet sample. This approach greedily selects tweets until the desired sample 
size, at each iteration taking the tweet ti which maximizes the linear combination of 
individual tweet score and sample entropy. Methods using this selection algorithm 
are marked with Entropy. 

4.1.1.3 Features 

Our methods make use of three broad feature classes: the content-derived features seek to 
capture how interesting, informative and opinionated a tweet is. The first three are taken 
from the social context summarization approach and other document summarization 
approaches and focus mainly on estimating informativeness; the rest are our additions in 
the context of this task. The second class are the social features, which represent the post 
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itself, and the third classare author features, capturing the authority of the author of the 
tweet in the social network. 

Scoring features, used for scoring an individual tweet.These features are employed by any 
method utilizing a tweet scoring step. 

Diversity features are used for calculating the probability of the tweet. They are used in 
approaches that utilize entropy maximization in the selection step. We are influenced by the 
feature construction of the Diversity Sampling approach, which solely optimizes on diversity. 
Diversity features are binary features of tweet content n-grams (as opposed to topics in the 
Diversity Sampling baseline) and the location of the tweet, and a binary feature of whether 
a tweets a retweet.  

Literal content features are used for determining similarity between tweets, but not directly 
by the scoring and selection components. They are used only in the feature and network 
construction to compute the average TF-IDF of a tweet. In the Social Context Summarization 
baselines, these features are also used to construct tweet and sentence similarity networks. 
In practice, we describe each tweet with n-grams of its content, with n <= 3. 

In the next section we describe a complementary methodology for processing comments 
associated with news articles. Although the concepts are similar, there are some differences 
in the implementation. Tweets are different in nature due to their length and that often the 
wording used is very different. In addition, network features are not always available for 
comments, thus a complementary approach as described below is necessary. 

4.2 News Comments Diversity (ATHENA, YIS) 

4.2.1 Component description 

We have implemented a prototype version of an offline diversification component which 
will get as input a basic textual resource (e.g. a news article), with the respective content, 
that is, a set of textual resources (e.g. comments), and will produce as output a diversified 
view of (part of) this content. In our prototype approach, the component works on news 
articles and the respective user comments and produces a diversified subset of comments, 
based on the following criteria:   

 Textual similarity. This is the baseline diversity criterion that is also used in the rest 
of the literature to diversify search results. The objective is to obtain comments with 
diverse content. 

 Sentiment. We consider the sentiment of users expressed in the respective 
comments, w.r.t. the news article content. Sentiment is measured in a 9 grade scale 
([−4, 4]), expressing positive, neutral, or negative sentiment. The objective is to 
obtain comments covering the whole range of sentiments. 

 Named Entities (NEs). We consider the Named Entities (Persons, Organizations, 
Locations) found in the news article. Then, for each comment, we examine which of 
these NEs are referred in its content. Again, the objective is for the selected set of 
comments to contain as many article’s NEs as possible. 
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 User Co-commenting behaviour. We consider, for each user, all the articles she has 
commented on. Since each comment corresponds to one user, this information 
applies for comments too. Then, the objective is to select comments, so that their 
respective users have commented on as many different articles as possible. 

This framework can be extended to other forms of social content, like tweets, forum 
discussions, etc. That is, because the same criteria will apply, since the data will have the 
same general structure: a basic resource and user posts regarding this resource. 

4.2.1.1 Current version: 

Our current component is implemented in Java. It incorporates two external tools: Stanford 
NER for NEs recognition and SentiStrength  for sentiment extraction. It works on data from 
NY Times Articles API stored in a MySQL database.  

The basic resource of the data is the news article and the respective content to be 
diversified is the set of comments for the article. For each resource and each comment, the 
text is extracted and stored in the database. Then, it is further pre-processed, so that 
feature vectors, for each comment, for each diversification criterion are extracted and 
stored in the database's tables. These vectors are, respectively on the diversification criteria: 

 Normalized term frequency vector: Each feature of the vector corresponds to a 
distinct term found in the corpus and takes as value the frequency of the term within 
the comment, normalized by the number of terms contained in the comment. This 
vector is used to calculate textual (content) (dis)similarity. 

 Sentiment vector: Contains 9 boolean features corresponding to the sentiment 
degrees extracted from the comment.   

 Named Entities-specific term vector: Each of the aforementioned NE categories 
(Persons, Organizations, Locations), has a separate NEs vectors, with each vector’s 
features corresponding to the NEs found in the news article. For each comment, its 
feature values correspond to the frequency of the respective NE within the 
comment’s text. In addition, we consider an aggregative NE vector that contains all 
NEs, irrespective of category. This results to 4 NEs vectors, that represent, for each 
comment, the coverage of article’s Names Entities. 

 User co-commenting vector: Each feature corresponds to a distinct news article 
from the whole articles corpus. The feature's value is the commenting frequency of 
the user for the corresponding article, that is, the number of comments the user has 
posed on the article. For each user/comment, these feature values are normalized 
by the total number of comments the user has posed in all articles. 

The component works as follows: When a news article is selected, its textual descriptions 
(title, abstract) are loaded from the database and shown to the user, along with the 
respective comments, sorted by posting date or textual relevance to the news article. On 
the same time, the diversification algorithm runs (using the predefined weighting 
parameters) on the comments and presents a second set of (diversified) comments. The 
parameters can be adjusted by the user, so that more importance is given to specific 
diversification criteria. 
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Figure 11presents a screenshot of the implemented prototype. Through the upper panel 
(”Article Search”) the user can select a news article and view the available information 
regarding it (text, abstract, lead paragraph). After an article is selected, its comments appear 
in the lower panels, sorted depending on the user choices. In the Commentspanel, all 
article’s comments are presented, either sorted by date, or sorted by their textual relevance 
to the article. In the ”Diverse Comments” panel, a set of top-10 diversified results are 
presented according to the dimensions weight setup the user has chosen. In the specific 
example, all diversity dimensions are weighted equally. However, the user can select to 
diversify only by one dimension (e.g. sentiment) or even set the respective dimension 
weights on their own. 

 

Figure 11 - Screenshot of the implemented prototype 

4.2.2 Future Work 

The first part of our future work consists in enhancing the current implementation in terms 
of the diversification criteria implementation and the similarity scores used. Specifically, we 
aim to tune the effectiveness of the implemented component by testing variations of the 
similarity functions used in the diversification process, as well the weights assigned to each 
diversification criterion. However, the current prototype is ready to be integrated into the 
ARCOMEM framework. 
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The second step involves the integration of the application into the ARCOMEM framework. 
This will require the cooperation with other project groups that handle the database 
schema, as well groups that work on sentiment/opinion extraction or NE recognition. 

At the same time, we are examining how the diversification concept can be integrated into 
the crawling process. 

4.2.3 License restrictions 

License for Named Entities extraction tool (Stanford NER): 
http://techfinder.stanford.edu/technology_detail.php?ID%3D24628 

License for Sentiment extraction tool: under communication with the author: 
http://sentistrength.wlv.ac.uk/#About 

4.2.4 Integration with existing model 

The component will be reading the content stored in the database and store its output in 
the database. The data required as input in our system is the resources' texts (both article 
and comments texts) and a set of metadata such as: Comment number, date, user id, user 
name, user location (in general, user demographics). In the case that other partners perform 
sentiment/opinion analysis and NEs extraction, the corresponding feature vectors, in the 
form of text fields in the database, are also required.  

In Figure 12, we present an indicative schema of how we organize the raw and processed 
content in our component's database. Table "article_data" stores the articles' texts and 
metadata. Table "article_cosine_vector" stores the articles' term vectors and NEs term 
vectors. Table "article_comments_terms" stores, for each article, vectors of the distinct 
terms found and the respective frequency vectors. 

Table "comment_data" stores, for each comment, the referred article, the number and text 
of the comment and comment's user information. Table "comment_cosine_vector" stores 
the comment's feature vectors corresponding to the aforementioned diversification criteria. 
Table " comments_terms" stores term frequencies for each vector. 

 

http://techfinder.stanford.edu/technology_detail.php?ID%3D24628
http://sentistrength.wlv.ac.uk/#About
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article_data

PK article_url

 article_date

 article_title

 article_text

article_comments_terms

PK article_url

 distinct_terms_freq_vector

 distinct_terms_vector

article_cosine_vector1

PK article_url

 cos_vector

 cos_ne_vector

 cos_ne_freq_vector

comment_data

PK comment_no

PK article_url

 comment_id

 comment_date

 comment_text

 user_id

 user_name

 user_location

comment_cosine_vector

PK comment_no

PK article_url

 cos_vector

 cos_ne_vector

 cos_senti_vector

 cos_average_senti_vector

 cos_user_vector

 cos_user_demo_vector

comments_terms

PK comment_no

PK article_url

 distinct_terms_freq_vector

 

Figure 12 - Organisation of the raw and processed content in our database.  

 

4.2.5 Integration with ARCOMEM architecture: 

4.2.5.1 Data model  

The basic elements for our component to work, in a generalized form, are (a) the basic 
resource (e.g. news article) and (b) the respective content to be diversified (e.g. the 
comments). The first part of our implementation performs preprocessing on both those 
element categories, in order to extract diversification dimensions in the form of feature 
vectors. However, these feature vectors could, as well, be given directly from another 
ARCOMEM module, or from the database. Given that, the basic elements are (i) the texts of 
all the resources, (ii) feature vectors describing diversification dimensions for each resource 
to be diversified. 

4.2.5.2 ARCOMEM data store  

The output of our method is a set of top-k diversified resources, regarding a specific 
resource. In this sense, we do not produce new content, rather than define a diversified 
subset of the existing content. Therefore, there should be defined a table field for keeping 
the diversity score of the respective resources. 

4.2.5.3 Overall ARCOMEM architecture and processing phases 
(offline/online)  

Currently, we are under the impression that our component can (and is preferable to) be 
applied in the offline phase only. So, the described system regards the offline phase. 
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However, we are currently examining the application of diversification on crawling (online 
phase). 

4.2.6 Roadmap to integrating this component into ARCOMEM: 

1. Component Input: The component's input will be read from HBASE. The input will be 
in the form of a crawled news article identified by a unique article identifier and its 
respective user comments, along with all available metadata (article's and 
comments' texts, date and user information, etc.). Also, the pre-processed feature 
vectors (corresponding to diversity criteria), mapped to the respective news 
article/comments will be read from HBASE. There will, also be the option of 
providing as input values for some of the diversification parameters (e.g. weighting 
the importance of each diversification criterion). 

2. Component Output: The output will be written into the RDF Knowledge Base in the 
form of an RDF triple. An indicative form of the triple could be: hbase_Id, 
process_identifier(diversified), result (string: delimited comment ids list), so that the 
output information can (a) be linked to the news article, (b) identified as 
diversification output and (c) contain a ranked list of diversified comment identifiers. 

3. Component execution: The diversification component will run offline, providing an 
API function taking as arguments the input described above. 

4. Data Pre-processing: As a first step, the diversification component will create the 
criteria feature vectors based on Stanford NER (Named Entity Recognition) and 
SentiStrength (Sentiment Extraction). The feature vectors will be stored in HBASE, so 
that they can be read as input when the diversification process runs. 

4.3 Social Search (IT) 

We describe in this section our recent research and prototyping on top-k query answering in 
social tagging systems. This problem requires a significant departure from existing, socially 
agnostic techniques. In a social-aware context, one can (and should) exploit the social links, 
which can indicate how users relate to the seeker and how much weight their tagging 
actions should have in the result build-up. We propose an algorithm that has the potential 
to scale to current applications. While the problem has already been considered in previous 
literature, this was done either under strong simplifying assumptions or under choices that 
cannot scale to even moderate-size real-world applications. We first revisit a key aspect of 
the problem, which is accessing the closest or most relevant users for a given seeker. We 
describe how this can be done on the fly (without any pre-computations) for several 
possible choices - arguably the most natural ones - of proximity computation in a user 
network. Based on this, our top-k algorithm is sound and complete, while addressing the 
applicability issues of the existing ones. Moreover, it performs significantly better and, 
importantly, it is instance optimal in the case when the search relies exclusively on the social 
weight of tagging actions. 

A new dynamics to the development of the Web has been recently brought by the social 
applications, which are centered around users, their relationships and their data. Indeed, 
user-generated content is becoming a significant and highly qualitative portion of the Web. 
To illustrate, the most visited Web site today is a social one. This calls for adapted, efficient 
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retrieval techniques, which can go beyond a classic Web search paradigm where data is 
decoupled from the users querying it. 

An important class of social applications are the collaborative tagging applications, with 
popular examples including Del.icio.us, StumbleUpon or Flickr. Their general setting is the 
following: 

 users form a social network, which may reflect proximity, similarity, friendship, 
closeness, etc, 

 items from a public pool of items (e.g., document, URLs, photos, etc) are tagged by 
users with keywords, for purposes such as description and classification, or to 
facilitate later retrieval, 

 users search for items having certain keywords (i.e., tags) or they are recommended 
items, e.g., based on proximity at the level of tags. 

Collaborative tagging and social applications in general, can offer an entirely new 
perspective to how one searches and accesses information. The main reason for this is that 
users can (and often do) play a role at both ends of the information flow, as producers and 
also as seekers of information. Consequently, finding the most relevant items that are 
tagged by some keywords should be done in a network-aware manner. In particular, items 
that are tagged by users who are “closer” to the seeker - where the term closer depends on 
model assumptions that will be clarified shortly - should be given more weight than items 
that are tagged by more distant users. 

We investigate the top-k retrieval problem with a focus on efficiency, targeting techniques 
that have the potential to scale to current applications on the Web, in an online context 
where the social network, the tagging data and even the seekers' search ingredients can 
change at any moment. In this context, a key sub-problem for top-k retrieval that we need 
to address is computing scores of top-k candidates by iterating not only through the most 
relevant items with respect to the query, but also (or mostly) by looking at the closest users 
and their tagged items. 

We associate with the notion of social network a rather general interpretation, as a user 
graph whose edges are labelled by social scores, which give a measure of the proximity or 
similarity between two users. These are then exploitable in searches, as they say how much 
weight one's tagging actions should have in the result build-up. For example, even for 
tagging applications where an explicit social network does not exist or is not exploitable, 
one may use the tagging history to build a network based on similarity measures between 
users, which would for instance indicate affinity in tagging and items of interest. 

While we focus mainly on bookmarking applications, we believe that these represent a good 
abstraction for other types of social applications, to which our techniques could directly 
apply. 
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Figure 13 - A collaborative tagging setting and its social network.  

Consider the collaborative tagging configuration of Figure 13. Users have associated lists of 
tagged documents and they are interconnected by social links. Each link is labelled by its 
(social) score, assumed to be in the [0,1] interval. Let us consider user Alice in the role of the 
seeker. The user graph is not complete, as the figure shows, and only two users have an 
explicit social score with respect to Alice. For the remaining ones, Danny, ..., Jim, only an 
implicit social score could be computed from the existing links if a precise measure of their 
relevance with respect to Alice's queries is necessary in the top-k retrieval. 

Let us assume that Alice looks for the top two documents that are tagged with both news 
and site. Looking at Alice's immediate neighbours and their respective documents, 
intuitively, D3 should have a higher score than D4, since the former is tagged by a more 
relevant user (Bob, having the maximal social score relative to Alice). If we expand the 
search to the entire graph, the score of D4 may however benefit from the fact that other 
users, such as Eve or even Holly, also tagged it with news or site. Furthermore, documents 
such as D2 and D1 may also be relevant for the top-2 result, even though they were tagged 
only by users who are indirectly linked to Alice. Under certain assumptions to be clarified 
shortly, the top-2 documents for Alice's query will be, in descending score order, D4 and D2. 
In the following, we will present the underlying model and algorithms that allow us to build 
this answer. 
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For a detailed discussion and comparison with existing research literature we refer the 
reader to [16][17] and the references therein. 

4.3.1 Main contributions 

We proposed and demonstrated an algorithm for top-k answering in collaborative tagging, 
which has the potential to scale to current applications and beyond, in an online context 
where network changes and tagging actions are frequent. For this algorithm, we first 
address a key aspect: accessing efficiently the closest users for a given seeker. We describe 
how this can be done on the fly (without any pre-computations) for a large family of 
functions for proximity computation in a social network, including the most natural ones 
(and the one assumed the relevant literature). The interest in doing this is threefold: 

 we can support full scoring personalization, where each user issuing queries can 
define her own way to rank items, through parameters and score function choices, 

 we can iterate over the relevant users in a more efficient manner, since a typical 
network can easily fit in main-memory; this can spare the potentially huge disk 
volumes required by the state-of-the-art algorithm, while also having the potential 
to run faster.  

 social link updates are no longer an issue; in particular, when the social network 
depends on the tagging history, we can keep it up-to-date and, by it, all the 
proximity values at any given moment, with little overhead. 

Based on this, our top-k algorithm TOPKS is sound and complete, and we show that when 
the search relies exclusively on the social weight of tagging actions, it is instance optimal in a 
large and important class of algorithms. Extensive experiments on real world data show that 
our algorithm performs significantly better than existing techniques. 

4.3.2 General setting 

We consider a social setting in which we have a set of items (could be text documents, URLs, 
photos, etc)              , each tagged with one or more distinctive tags from a dictionary 
of tags               by one or more users from              . We assume that users 
form an undirected weighted graph           called the social network. In G, nodes 
represent users and   is a function that associates to each edge           a value in (0,1], 
called the proximity (or social) score between u1 and u2.  

Given a seeker user s, a keyword query               (a set of r distinct tags) and an 
integer value k, the top-k retrieval problem is to compute the (possibly ranked) list of the k 
items having the highest scores with respect to the seeker and query.  

We describe next the score model we adopt for this problem. We first model for a user, 
item and tag triple         the score of item i for the given seeker s and tag t. This is denoted 
as       |    . 

       |      ∑       

       |              

 

Note that we consider that each user brings their own weight (proximity) to the score of an 
item. Then, given a query Q as a set of tags (t1, …, tr), the overall score of i for seeker s and 
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query Q, is obtained using a monotone aggregate function g over the individual scores for 
each tag; here, the aggregation function g is assumed to be a summation. 

        |                |                  |        

4.3.3 Extended proximity: definition and computation 

The above scoring model takes into account only the neighbourhood of the seeker (the 
users directly connected to her). But this can be extended to deal also with users that are 
indirectly connected to the seeker, following a natural interpretation that user links (e.g., 
similarity or trust) are (at least to some extent) transitive. We denote by    an extended 
proximity, which is to be computable from  for any pair of users connected by a path in the 
network. Now,    can replace in the definition of social frequency we consider before, 
yielding an overall item scoring scheme that depends on the entire network instead of only 
the seeker's vicinity. We discuss next possible alternatives for    by means of aggregating 
  values along paths in the graph. For a given seeker u, by her proximity vector we denote 
the list of users with non-zero proximity with respect to u, ordered in descending order of 
these proximity values.  

We start by discussing one possible candidate for   , arguably the most natural one, 
drawing inspiration from studies in the area of trust propagation for belief statements. We 
then give a wider characterization for the family of possible functions for proximity 
computation, to which these candidates belong.  

Candidate fMUL. Experiments on trust propagation in the Epinions network (for computing a 
final belief in a statement) or in P2P networks show that (i) multiplying the weights on a 
given path between u and v, and (ii) choosing the maximum value over all the possible 
paths, gives the best results (measured in terms of precision and recall) for predicting 
beliefs. We can integrate this into our scenario, by assuming that belief refers to tagging 
with a tag t. We thus aggregate the weights on a path             (with a slight abuse of 
notation) as 

∏           
 

 

We can then define    for any pair of user       who are connected in the network by 
taking the maximal weight over all their connecting paths. For seeker Alice in our running 
example, we gave in the previous section the proximity values and the ordering of the 
network under this candidate for   . 

A key common feature of natural candidate functions for proximity aggregation is that they 
are monotonically decreasing over any path they are applied to, when   draws values from 
the interval [0,1].  

More formally, they verify the following property:  

Given a social network G and a path             in G, we have 
                          . 

Returning to our running example, for the seeker Alice, we obtain the following values for 
item scores:  

SFALICE (news)={D4:2.6, D2:1.01, D1:0.7, D6:0.6, D3:0.1, D5:0.05}, 
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SFALICE(site)={D4:1.11, D2:1.1, D3:0.9, D6:0.6, D1:0.05, D5:0.05}. 

We argue next that to all aggregation definitions that satisfy the decreasing monotonicity 
property, a greedy approach is applicable. This will allow us to browse the network of users 
on the fly, at query time, visiting them in the order of their proximity with respect to the 
seeker. More precisely, by generalizing Dijkstra's algorithm, we can maintain a max-priority 
queue, denoted H, whose top element top(H) will be at any moment most relevant 
unvisited user. A user is visited when her tagged items are taken into account for the top-k 
result, as described in the following section (this can occur at most once). At each step 
advancing in the network, the top of the queue is extracted (visited) and its unvisited 
neighbours (adjacent nodes) are added to the queue (if not already present) and are 
relaxed. Relaxation updates the best proximity score of these nodes, as described in 
following sub-routine. 

BEGIN 

   IF + (s,u) x + (u,v) >+ (s,v) 

+ (s,v) = + (s,u) x  (u,v)  

   ENDIF 

END 

It can be shown by straightforward induction that this greedy approach allows us to visit the 
nodes of the network in decreasing order of their proximity with respect to the seeker, 
under any function for proximity aggregation that is decreasing monotone. 

We describe in the following section how this greedy procedure for iterating over the 
network is used in our top-k social retrieval algorithm.  

4.3.4 The TOPKS algorithm 

For each user u and tag t, we assume a pre-computed projection over the Tagged relation 
for them, giving the items tagged by u with t; we call these the user lists. No particular order 
is assumed for the items appearing in a user list.  

We keep a list D of top-k candidate items, sorted in descending order by their minimal 
possible scores (to be defined shortly). An item becomes candidate when it is met for the 
first time in a Tagged triple. 

As usual, we assume that, for each tag t, we have an inverted list       giving the items i 
tagged by it, along with their term frequencies         in descending order of these 
frequencies. Starting from the topmost item, these lists will be consumed one item at a 
time, whenever the current item becomes candidate for the top-k result. By        we 
denote the items already consumed (as known candidates), by             we denote the 
item present at the current (unconsumed) position of      , and we use           as short 
notation for the term frequency associated with this item. 

In TOPKS, even though the social frequency does not depend on tf scores, we will exploit the 
inverted lists and the tf scores by which they are ordered, to better estimate score bounds. 
In particular, as detailed later, this allows us to achieve instance optimality. 
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We detail mostly the computation of social frequency,         |     , as it is the key 
parameter in the scoring function of items. It suffices for our purposes to get at each step, 
for the currently visited user, all the items that were tagged by her with query terms (one 
user list for each term).  

For each tag   in  , by                    we denote the maximal number of yet unvisited 
users who may have tagged item   with   . This is initially set to the maximal possible term 

frequency of    over all items (value that is available at the current position of the inverted 

list of       , as          ).  

Each time we visit a user u who tagged item   with    we can (a) update         |      

(initially set to 0) by adding          to it, and (b) decrement                    . When 
                    reaches 0, the social frequency value         |       is final. This also 

gives us a possible termination condition, as discussed next.  

At any moment in the run of the algorithm, the optimistic score            |      of an 
item   that has already been seen in some user list will be estimated using as social 
frequency for each tag    of the query the following value:   

                                      |        

Symmetrically, the pessimistic overall score,             |     , is estimated by the 
assumption that, for each tag   , the current social frequency         |       will be the final 

one.  

The list of candidates D is sorted in descending order by this lowest possible score. 

An upper-bound score on the yet unseen items,                is estimated using as 
social frequency for each tag    the value                   . 

When the maximal optimistic score of items that are already in D but not in its top-k is less 
than the pessimistic score of the last element in the current top-k of D (i.e., D[k]), the run of 
the algorithm can terminate, as we are guaranteed that the top-k can no longer change. 
(Note that at this point the top-k items may have only partial scores and, if a ranked answer 
is needed, the process of visiting users continues). 

 We present next the flow of TOPKS, in which key aspects are (i) the on-the-fly computation 
of proximity values, in lines 1-7 and 29-31 of the algorithm, and (ii) the consuming of 
inverted list positions, when they become candidates, in lines 20-28. For clarity, we first 
exemplify a TOPKS run without the latter aspect. 

BEGIN 

 REQUIRE: seeker s, query Q=(t1, ... , tr) 

 FORALL users u, tags tj in Q, items i 

  +(s,u)= - infinity, score(i | s, tj)= 0 

  set IL(tj) position on first entry; CIL(tj)=empty set 

 ENDFOR 

 +(s,s)=0; D= empty set (candidate items)  

 H <- max-priority queue of nodes u (sorted by + (s,u)), initialized with {s} 
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 WHILE (H not empty) 

     u=extract_max(H); 

  FORALL (tags tj in Q and triples Tagged(u,i,tj)) 

   score(i | s, tj) <- score(i | s, tj) + +(s,u)  

      IF (i not in D)  

   addi to D // i is a candidate now 

                 FORALL (tags tl in Q) 

  unseen_users(i, tl) <- top_tf(tl) // initialization 

      ENDIF  

  unseen_users(i,tj) <- unseen_users(i,tj) - 1   

  ENDFOR 

      WHILE (exists tj in Q s.t.i=top_item(tj) in D) 

 tf(tj,i) <- top_tf(tj)} // tj's frequency in i is now known 

 advance IL(tj) one position 

 <- tf(tj,i) - top_tf(tj) // the top_tf drop 

          FORALL ( itemsi' in D - CIL(tj) ) 

 unseen_users(i',tj) <- unseen_users(i',tj) -  

          ENDFOR 

 addi to CIL(tj) 

       ENDWHILE 

      FORALL (users v s.t. (u,v) in E} 

   Relax(u,v) 

  ENDFOR 

            IF (MinScore(D[k],Q)>maxl>k (MaxScore(D[l],Q) &MinScore(D[k],Q)>MaxScoreUnseen) 

    BREAK 

 ENDWHILE 

 RETURN D[1], …, D[k]  

END 

Revisiting the running example, recall that we want to compute the top-2 items for the 
query               from Alice's point of view. To simplify, let us assume that 
        |              |      and   is addition. We consider next how the algorithm 
described above runs. At the first iteration of the loop in the algorithm, we visit Bob's user 
lists, adding D3 to the candidate buffer. At the second iteration, we visit Danny's user lists, 
adding D2 and D4 to the candidate buffer. At the third iteration (Charlie's user list) we add 
D6 to the candidate list. D1 is added to the candidate list when the algorithm visits Frank's 
user lists, at iteration 4. Recall that               and               . The 6th 
iteration of the algorithm is the final one, visiting George's user lists, finding D2 tagged with 
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news,site and D4 tagged with site. D4 and D2 are the top-2 candidates, with 
                     and                      The closest candidate is D6, with 
                  and                                        . Also, 
                                           . Finally,                 
                and since we have                                    , the 
algorithm stops returning D4 and D2 as the top-2 items. 

We discuss next the interest of consuming of inverted list positions, when these become 
candidates. In lines 20-28, we aim at keeping to a minimum the worst-case estimation of the 
number of unseen taggers. More precisely, we test whether there are top- k candidates i 
(i.e., items already seen in user lists) for which the term frequency for some tag    of  , 

        , is “within reach” as the one currently used (from       ) as the basis for the 

optimistic (maximal) estimate of the number of yet unseen users who tagged candidate 
items with   . When such a pair        is found, we can do the following adjustments:  

 Refine the number of unseen users who tagged   with    from a (possibly loose) 

estimate to its exact value; this is marked when   is added to the     list of    (line 

27), and from this point on the number of unseen users will only change when new 
users who tagged   with    are found (line 18). 

 Advance (at the cost of a sequential access) beyond   in the inverted list of   , to the 

next best item; this allows us to refine (at line 25) the estimates 
                    for all candidates i' for which the exact number of users who 
tagged with    is yet unknown.  

We found in the experimental evaluation that this aspect has the potential to drastically 
improve the cost of the search. Since tf-values in inverted lists fall quite rapidly in most 
practical settings, we witnessed significant cost savings, while using relatively few such list 
position increments. 

We can prove the following property of our algorithm: for a given seeker  , TOPKS visits the 
network in decreasing order of the    values with respect to  . 

Importantly, we proved that our algorithm visits as few users as possible, i.e., it is instance 
optimal with respect to this aspect. Moreover, the experiments show that TOPKS can 
drastically reduce the number of visited user lists in practice. 

 

4.3.5 Scaling and performance 

We argue in this section that, in a real-world setting, our algorithm TOPKS outperforms the 
one from existing literature, ContextMerge, both in terms of memory requirements and 
execution time. We discuss its practical impact in the experiments.  

Let us consider, as an illustrating example, one of the most popular bookmarking 
applications, Del.icio.us, which currently has probably around 107 users. Unsurprisingly, this 
social network is quite sparse, with an average degree of about 100.  

If a similar graph configuration would be maintained when weights (the   function) are 
associated to the edges of the network (e.g., based on tagging proximity or some other 
measure) the size of an index that would pre-compute the extended proximity value for 
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each pair of connected users in the network (the    function) would be roughly of 700 
terabytes (i.e., considering that 3 bytes are necessary for an user Id and 4 bytes are 
necessary for the float value of proximity). On the other hand, the weighted graph would 
require memory space of roughly 7 gigabytes, and could easily fit in the RAM space of an 
average commodity workstation.  

Note that, for the sake of generality, this is not assumed nor exploited in our algorithms, 
and is not accounted for in the experimental results for TOPKS (in both abstract cost and 
running time). More, existing techniques for network compression might allow us to reduce 
the space required to store the network by a factor of 10-15 while still supporting efficient 
updates and random access on compressed data.  

The difference in memory requirements for the two alternatives becomes much more 
drastic when assuming a user base of the order of Facebook's social network, which 
currently consists of roughly 9 x 108 users (and is still growing at a fast pace). Pre-computed 
lists for extended proximity go up to about 400 petabytes of memory space, while the 
network itself requires only about 400 gigabytes. The space needed to store the network 
can further decrease to fit RAM capacity that moderate commodity servers can provide 
today, if considering the compression techniques mentioned previously.  

We next discuss general performance aspects, which in practice may be as impacting as the 
memory and updatability advantages that our algorithm presents. Let n denote the number 
of users and let e denote the number of edges in the network. We assume without loss of 
generality that the query consists of a single tag (for multiple-tag queries, all dimensions can 
share the results of a single    computation). 

For our algorithm, let us assume that the social network resides in main memory, e.g., by 
means of adjacency lists: for each vertex, we have a list of its neighbours and their 
associated weights (we can safely assume the list comes pre-sorted descending by weight). 
For one top-k query execution, we will need at most     operations to visit the entire 
network (we are guaranteed to take each vertex only once). 

For the proximity computation we can use a Fibonacci-heap based max-priority queue, since 
our graph is likely to be very sparse. Each insertion into the heap takes      amortized 
time, each extraction takes          and each increase of a key (a relaxation step) 
takes        , for an overall queue complexity of               .  

ContextMerge requires no computations for proximity at query time. However, it uses disk 
accesses to read the pre-computed proximity values: one random access to locate the 
seeker's list and   sequential disk accesses to read this list. (It suffices to do this just for one 
query term, and then keep and access a shared copy of this list in main memory.) 

If we value the latency of a memory access as 1 and the one of a sequential disk access as 
 (usually about five orders of magnitude slower than RAM access), with minor 
simplifications, our algorithm has the potential to perform better than ContextMerge when 
the following holds:               . 

So the network sparseness should verify the following inequality:                , which 
is a very plausible assumption in real applications. 
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A summary of this comparison on execution time is given in Table 8. Note that in this 
analysis we omitted initialization costs: the overhead necessary for ContextMerge to 
compute    values for all user pairs and the overhead to load in main-memory the social 
network, for our algorithm. 

Algorithm Disk (random 
access) 

Disk (sequential 
access) 

RAM access 

ContextMerge       | |     

TOPKS                      | |         

Table 8 – Comparison of execution times of ContextMerge and TOPKS 

4.3.6 Experiments 

We have performed extensive experiments on a publicly available Del.icio.us dataset 
containing 80,000 users tagging 595,811 items with 198,080 tags. As this dataset does not 
give information regarding links between users, we have generated three similarity 
networks: 

 Item similarity network. This network was constructed by computing the Dice 
coefficient of the common items bookmarked by any two users, resulting in a 
network of 49,038 users, 3,329,540 links. 

 Tag similarity network. This network was generated by computing the Dice 
coefficient of the common tags used by any two users. Since this computation 
results in a network that is too dense, we have filtered out the users who used less 
than 10 distinct tags in their tagging activity. The final networks thus contains 40,319 
users and 8,335,544 links. 

 Item-tag similarity network. This network was constructed by computing the Dice 
coefficient of the common items and tags bookmarked by any two users, resulting in 
a network containing 40,353 users and 1,849,898 links. 

We computed the top-10 and top-20 answers, generating a number of 20 two and three-tag 
semantically coherent queries, from tags that have a medium frequency (i.e., between 
3,000 and 5,000 in our dataset). For each similarity network, 10 random users were also 
randomly chosen in the role of the seeker. 

Testing was performed using two ranking functions. The first one is the standard tf-idf 
ranking function, the second one is the BM15 ranking function. While these are two of the 
most commonly used ranking functions in IR literature, they have different properties when 
used in approximate approaches as the ones we describe. More precisely, since tf-idf is a 
linear function, both the maximal and minimal estimates over  scores lead to valid estimates 
for the overall scores. This is not necessarily the case for BM15: since it is a concave 
function, only the maximal overall score can be estimated. This was taken into account in 
the experiments.     

The relevance of personalized query results is a topic that has been extensively treated in 
the literature. It was not our focus here, and we interpret the relevance of results as a 
consequence of the scoring functions. Moreover, the query itself could be viewed as the 
result of a transformation using techniques such as query expansion.   
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For the testing environment described previously, we reported on efficiency, namely on two 
measures: the abstract cost of the algorithms and their wall clock running times. Abstract 
cost, which is the standard measure for early-termination algorithms that depend on 
database accesses, is computed as 100 x |visited_users| + |seqitems|.   We ignored 
differences in favour of TOPKS that were hard to account for, namely we do not distinguish 
between the user accesses by ContextMerge (which in a real setting would be to external 
memory) and the ones by TOPKS (which would be to main memory). 

We present in [16] the comparison of abstract costs and running times for the BM15 ranking 
function (the tf-idf results are similar), for each of the three similarity networks. In each 
subfigure, the first pair of columns gives the abstract cost of the ContextMerge algorithm, 
and the second pair of columns the one of TOPKS. For both algorithms, the average running 
times were recorded, and are represented by the black line in the plots (one dot indicates 
the average running time between the top-10 and the top-20).  One can notice there that 
abstract cost closely captures the actual performance of the algorithms. We observed that 
in general TOPKS drastically improves efficiency when compared to ContextMerge, in terms 
of both running time and abstract cost. For example, in the item-tag similarity network, the 
running time and abstract cost were around 50% of that of ContextMerge. 

We only discuss here how the instance optimality of TOPKS reflects in the performance 
results. Table 9 reports the number of visited users by ContextMerge and TOPKS (columns 
users), for the three similarity networks. One can note that TOPKS achieves good savings (in 
terms of visited users), while relying only on very few sequential accesses in the inverted 
lists (column seqitems). 

 

Network ContextMerge 
users 

ContextMerge 
seqitems 

TOPKS 
users 

TOPKS 
seqitems 

Item 21878 0 15588 65 

Item-tag 13038 0 6898 54 

Tag 18719 0 15581 68 

Table 9 - Performance results of ContextMerge and TOPKS 

4.3.7 Integration and Implementation into ARCOMEM 

An offline analysis module in ARCOMEM – or rather one sub-module per social application – 
will support the task of searching in social network applications, in which the users create 
and consume information. The main motivations behind this module are (i) in the offline 
phase, to assist in establishing an archiving target, and (ii) in the online phase, in setting 
relevant “social” priorities to URLs that are to be crawled. 

4.3.7.1 Roadmap to integrating this component into ARCOMEM: 

1. Component Input: The component's input – social network and tagging data - will be 
read from HBASE. Also, the seeker will have the opportunity to calibrate the search 
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parameters (e.g., weighting the importance within? the social network in the ranking 
of results). 

2. Component Output: The search output will be written into the Knowledge Base in 
the form of triples. 

3. Component execution: The search component could run in both offline and online 
scenarios. 

4.3.8 Future Work 

4.3.8.1 Short Term Perspective 

We see many directions for future work. Enriching the scoring model, in order to allow users 
to calibrate relevance in terms of combined textual and social relevance is the most obvious 
one. 

4.3.8.2 Mid-Term Perspective 

Approximate techniques, which have the potential to run much faster, without sacrificing 
precision, may be possible in our setting.   

We are also investigating approaches for computing results in a distributed style, when one 
has access to query results pertaining to various seekers, or when the same query is run at 
various points in the network. Finally, we intend to adapt our approach to deal with 
networks containing also negative links (e.g., trust / distrust networks). 

The approach we described here is obviously applicable in any social applications in which 
users are producers and consumers of information. On one hand, we intend to experiment 
further with other social tagging applications. On the other hand we intend to extend our 
approach to other types of social applications, including micro-blogging ones. 
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5 Social Media Mining 

5.1 Signed Networks (IT) 

5.1.1 Inferring Signed Networks – Trust and Reputation – from user 
interactions 

An important trend in social Web platforms in general aims at exploiting user relationships, 
links between users, in order to improve core functionalities like search or 
recommendation. This is also the case in the ARCOMEM framework, in which questions like 
finding the most popular or important information with respect a certain event or 
identifying the trustworthy or reputed users and social data is important for both archivists 
and users of ARCOMEM archives.  

In most social applications, it is important to go beyond simple link/no-link interpretations 
for relationships between individuals, and to understand opinions, attitude, proximity, trust 
or distrust towards others. In some applications, such as Epinions or Slashdot, user links can 
be declared as being signed, indicating a positive or negative attitude; possible meanings for 
positive links could be trust, friendship or similarity, while for negative links they could be 
distrust, opposition or antagonism.  

Settings where such explicit relationships do not exist are sparse or are inadequate 
indicators of one’s attitude towards fellow members of the community, it becomes thus 
important to uncover implicit user inter-connections from relevant user activities, from their 
behaviour and interactions. 

Our study in this direction aims at analyzing interactions between users in collaborative-
editing applications (Wikis), in order to infer positive or negative links. This represents a 
crucial step towards understand user importance and reputation, either at a global level or 
in certain context, and towards content appraisal as well.    

We focused on the Wikipedia -- by far the most popular Wiki platform -- which is today the 
6th most visited website worldwide, offering more than 4 million pages with rich 
descriptions of entities and receiving over 10 million views per hour. 

Our thesis is that user interactions in online social applications can provide good indicators 
of implicit relationships, and, as a proof of concept, we applied this idea on Wikipedia, 
building a signed network of its editors. To the best of our knowledge, this is the first study 
to consider the inference of a signed network based on interactions in social media.  

Starting from the revision history of the complete English Wikipedia, we investigate 
mechanisms by which relationships between contributors - in the form of signed directed 
links - can be inferred from their interactions. We take into account edits over commonly 
authored articles, activities such as votes for adminship, the restoring of an article to a 
previous version, or the assignment of barnstars (a prize, acknowledging valuable 
contributions). 

The signed network we build is based on a local model for user relationships: for a given 
ordered pair of members of the online community - called in the following the link 
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generator and the link recipient - it will assign a positive or negative value, whenever such a 
value can be inferred. This could be interpreted as subjective trust / distrust in a 
contributor’s ability to improve the Wikipedia, In short, our approach aims at converting 
interactions into indicators of user affinity or compatibility: to give a brief intuition, deleting 
one’s text or reverting modifications (backtracking in the version thread) would support a 
negative link, while surface editing text or restoring a previous version would support a 
positive one. 

For a detailed discussion and comparison with existing research literature we refer the 
reader to [18][19] and the references therein. 

5.1.2 Data and Interactions 

The most common type of interaction in Wikipedia is the collaborative editing of the text of 
an article. However, the community is not limited to this kind of interaction.  In order to 
keep a minimum editorial standard and to filter out the low-quality contributors from the 
community, the contributors of Wikipedia participate in higher-order interactions that are 
not necessarily related to the editing of an article. Project pages, user pages, administrator 
elections etc., all can serve the purpose of raising the quality level of Wikipedia articles. 

Based on this, we can separate the interactions into two main groups: the interactions on 
article content(text) and the community interactions. 

The revision a given article A at time t can be encoded as a triple R(A,t)= (author, text, 
comment) composed of the author (or the contributor) that issued the changes on the 
article, the text resulting from the modification and the comment the author used to 
describe the modification. An author has two actions at his disposition: he can either edit 
the text of an article or revert the text a previous version of the article. We consider these 
two actions as independent and exclusive (i.e., the author cannot, at time t, both edit and 
revert the article). 

In order to quantify the interactions between the authors, for each revision, we establish 
the ownership at word level based on the text difference between two consecutive revisions 
of an article. This is given as a list of triples of the form (owner, ∆-start, ∆-end) for each 
revision R(A,t), consisting of the owner and the interval of his ownership (encoded as deltas 
in words from the start of the document). This list is created using a text difference 
algorithm that outputs the list of text operations that represent the amount of text (in 
words) that the author of R(A,t) has either deleted, inserted, replaced or kept. Following 
this, we establish the new ownership list, as follows (i) for text inserted and replaced, the 
owner is the author of R(A,t) and the ∆s are the new positions resulted from the text 
difference algorithm, (ii) for deleted text, the previous author and its positions are removed 
the remaining offsets are updated to account for the missing text. The editing interaction 
thus formed is between the author of the current revision R(A,t) and the owners of the text 
in the previous revision, R(A, t-1).  

By parsing the text of a revision’s comment we can have an indication of R(A,t) is in fact a 
revert to a past revision R(A,t−x), and from this we can extract a new form of interactions 
between contributors. A restore interaction is defined as the interaction between the 
author of R(A,t) and the one of R(A, t-x), while a revert interaction is defined between the 
author of R(A,t) and ones of the revision following R(A, t-x).  
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Using the list of unique contributors resulting from the article’s history, we can further crawl 
pages of Wikipedia that are not articles (in a way, the metadata of Wikipedia) to retrieve 
user pages and to establish if they have participated in the Wikipedia “Requests for 
Adminship” elections (RFAs), either as voters or as candidates.  By crawling the pages for 
RFAs (filtering out the pages for which the candidate is not in our contributor list), we can 
track the votes casts by contributors in our list, votes that can be either positive or negative.  

Finally, by crawling the user pages of all the contributors in our list, we can retrieve the so-
called barnstars given by the other contributors. Barnstars are “prizes” that users can give to 
each other for perceived valuable contributions; barnstars are usually present on the prize 
receiver’s page.  

We illustrate below example pages from which revisions, adminship votes or barnstars can 
be extracted. 

 

Figure 14–Barnstar pages in Wikipedia 
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Figure 15–Revision history pages in Wikipedia 

 

Figure 16Adminship vote pages in WIkipedia 

5.1.3 Inferring a Link 

The four types of interactions presented previously (edits, reverts-restores, election votes 
and barnstars) can be thought of as an interaction vector between two contributors. This 
vector will form the basis for inferring signed edges between users. We describe next how 
these are further organized and then interpreted as positive or negative units. 
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Our approach is the following: we give each of the atomic interactions previously identified 
(text insert, delete and replace; reverts and restores; votes cast and barnstars) a positive or 
negative inter- pretation. For instance, for edits on text, we interpret inserts as positive 
while replacements and deletions of text are seen as negative. Then, the restores of a 
revision are interpreted as positive interactions, while conversely the reverts of a revision 
are negative ones. The votes cast in an election are recorded accordingly as positive or 
negative interactions, while the presence of barnstars is seen as a positive interaction. 
Figure 17summarizes the components of this interaction vector and the sign interpretation 
of each (positive or negative). 

 

Figure 17 - Interaction vector (from a generator to a recipient) 

Recall that these vectors denote directed interactions, from a generator to a recipient; 
hence the presence of interactions in one direction does not necessarily imply that 
interactions in the other direction exist. 

Then, for deciding a final link sign, for a given pair (a, b) of contributors, we used the 
following straightforward heuristic. Each atomic interaction votes with its weight (or its 
magnitude) by the positive or negative interpretation of the higher-level interaction. For 
determining the vote of the textual interactions, we have used Kendall’s τ coefficient, τtext 
defined as 

                   |           

        |         |          
 

giving us a mesure within  [−1, 1]. In order to better control the link formation for textual 
interactions, we have used a threshold (both positive and negative) on the τtext coefficient 
for deciding the vote of the textual interaction. We also recorded the size of the textual 
interaction, size(a,b), representing the number of different revisions over which the two 
contributors interacted. We used a parameter k which acts as a threshold on size(a,b) and 
regulates when the vote of textual interactions is taken into account.  

Reverts and restores vote for one corresponding sign, positive or negative, as do the 
adminship votes. The barnstars can only vote positively or be absent from the vote. Finally, 
the four votes are aggregated into a link sign from a generator to a receiver, by the sign of 
the sum of the votes of each interaction type. In our experiments, we used a threshold value 
of 0.5 on τtext, a threshold of 10 for the minimum number of words interacted upon and k=3.  

The WikiSigned network obtained in this way has X nodes and Y edges, of which Z% are 
positive (a link proportion that is very similar to the ones of the existing signed networks). 
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5.1.4 Evaluation 

Following the construction of the WikiSigned network, we look into whether the network 
over Wikipedia contributors, called hereafter WikiSigned, represents indeed a plausible 
configuration of link signs.  

For testing whether its structural properties are consistent with a signed network, we rely 
on social theories on the formation of links between individuals, which have been tested in 
similar online communities, and on comparison with explicit networks. First, at the global 
level, we study the properties of WikiSigned in relation to the theories of structural balance 
and status. Then, at the local level we study how accurate an edge sign prediction can be 
performed on WikiSigned. Finally, we consider the indegree and outdegree distributions of 
contributors and look into how well they into a power-law distribution. 

We first analyse the global properties of WikiSigned, checking whether overall it represents 
a plausible configuration of link signs. For that, we study the role of “link triads” in our 
signed network. We used a methodology that has already been employed on explicit 
networks, allowing us to compare the properties of our network with the existing ones. A 
triad represents the composition between the link from A to B and the possible links to a 
third party node X. Depending on the direction and sign of the link connecting A, and B, with 
X, there are sixteen such types of triads, illustrated below. 

 

Figure 18 - Triad representations of well-known social scenarios 

Some triads are representations of well-known social scenarios: t6 is a representation of 
“the enemy of my enemy”, t1 of “trust transitivity”, t9 is a triad in which X points positively 
to both A and B.  

We looked at the distribution of link triads and the proportion of positive A − B links in each 
type of triad. We found that both measures are very similar with the ones reported on 
explicit signed networks of real-world applications.   

A

B

X

A

B

X

A

B

X

A

B

X+-

-

-

--

t6 t7 t8t5

A

B

X

A

B

X

A

B

X

A

B

X+-

+

-

++

t2 t3 t4t1

A

B

X

A

B

X

A

B

X

A

B

X+-

-

-

--

t14 t15 t16t13

A

B

X

A

B

X

A

B

X

A

B

X+-

+

-

++

t10 t11 t12t9

+

+

+

-

+

+

+

-



D2.2 Social Web-based Archive ContextualisationD2.2 Social Web-based Archive 
Contextualisation Page 57 of 69 

 

 

2012 © Copyright lies with the respective authors and their institutions 

 

Next, we study the configuration of our network in comparison with two social theories, 
status and balance, theories that aim to define and predict the formation of links between 
individuals. Structural balance theory posits that triads which are “balanced” (i.e., have 
either one or three positive link signs, in an undirected sense) are more prevalent in real-
world networks than in other types of triads. Status posits that a directed negative link 
between A and B means that A regards B as having lower “status”, while a positive link 
mean that A regards B as having higher “status” [19]. As such, for the network to have the 
same properties as the ones predicted by balance theory, in triads t1, t3, t6, t8, t9, t11, t14 
and t16 the A − B link should be positive, while it should be negative in the rest of the triad 
types. For a network to be in line with status, triads t1, t4, t13, t16 should have a positive A 
− B link and triads t6, t7, t10, t11 should have a negative one. 

Link prediction in signed networks has been studied in previous literature, by training a link 
prediction model using logistic regression learning on a feature vector consisting of the total 
number of triads of each type that the link participates in. We have used the same 
methodology for training the model on WikiSigned, with 10-fold cross- validation and a 
balanced set of negative and positive links with a minimum link embeddedness of 25 (i.e., 
the total number of triads in which each link participates). Since the positive links represent 
a large majority of the link signs, naively predicting all link signs as positive would have an 
accuracy of 0.879 (i.e., the proportion of the positive links in the network). To avoid this 
bias, we have randomly selected as our training set 5000 edges for each link sign, via 
reservoir sampling. 

The signs of the coefficients of the trained model are an indication of the influence that 
each triad type has on the final link sign. Hence, we can compare these signs with the 
predictions of the two social theories. We perform this comparison on WikiSigned, counting 
the contradictions with these theories, i.e., the differences be- tween the sign of the learned 
coefficients for each triads and the prediction of the two social theories. We find that at a 
global level our interaction-based network is more consistent with the theory of status (two 
contradictions with the theory, in t4 and t16) similar to what has been observed on the 
Wikipedia election network.  

For the local properties analysis of WikiSigned, using the same link prediction model, we 
tested the accuracy of predicting link signs. The predictive accuracy thus obtained was of 
0.852 with an AUC of 0.924. 

Furthermore, to better understand how WikiSigned relates structurally to the explicit 
networks, we have also applied this learning methodology over the three explicit networks 
considered in previous literature, asking the following question: how well does a predictor 
learned on one network perform when applied on another network (see Table 10 below)? 
First, one can notice that our results that use and apply to explicit networks are almost 
identical to the ones reported previously. WikiSigned performs better than the election 
network, in that prediction on itself is worse than self-prediction over Epinions and Slashdot, 
while learning the predictor on WikiSigned and applying it on both Epinions and Slashdot 
yields good prediction rates, the inverse performing slightly worse. All this indicates that 
these networks have similar characteristics at the local level, even though ours is inferred 
from interactions while the other three are explicitly declared by users. 
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 Epinions Slashdot Elections WikiSigned 

Epinions 0.926 0.905 0.787 0.765 

Slashdot 0.929 0.806 0.792 0.716 

Elections 0.922 0.895 0.814 0.775 

WikiSigned 0.882 0.839 0.755 0.852 

Table 10  - Cross learning-prediction on WikiSigned and existing networks  

We also investigated the usefulness of having the signed network in applications, by 
considering how link structure can be exploited in the classification of articles. There are 
two article features that are explicit on the homepage of the Wikipedia Politics project: the 
article quality and the article importance (or priority). In our dataset, we have articles that 
span the top 5 article qualities (Featured Articles, Great Articles, A-class Articles, B-class 
articles and C-class articles) and all the importance levels (Top, High, Mid, Low). 

For our experiments, we have separated the article quality and importance into two classes 
(top-tier and bottom-tier). For the article importance, we have considered the Top, High, 
Mid as the top tier and the Low importance as the bottom tier, randomly sampling 150 
articles for each. As the A-class of articles contains only 8 articles, we have excluded this 
class for the training, and we have randomly sampled 50 articles from each remaining class. 
Furthermore, we have categorized as top-tier the FA and GA articles and the B and C-class 
articles as bottom-tier. This resulted in two equally balanced datasets: 100 for each article 
quality tier, and 150 for each article importance tier. 

We have used the following set of features for each article: the number of authors; three 
features (total, positive and negative) for each of the following: outgoing links (links from 
the authors to- wards other contributors), incoming links (the links from other contributors 
towards the authors) and inside links (links from authors to authors); and the following 
information about the contributors in the article: the number of incoming total positive and 
negative links (in the entire networks) for the contributors of the article, how many of them 
have more positive links than negative and vice-versa. The same information is also 
extracted for outgoing links, giving us a total of 18 features for our article prediction model. 

We report the predictive accuracy we obtained via logistic regression in Table 11. Following 
the intuition that more important articles have a larger participation and thus more links, 
we tested the predictive power of these two values (contributors and contribs.+links) alone. 
We found that, while using knowledge about positive or negative links in separation does 
not provide better accuracy, their combination yields better results (contribs.+soc. links). 
This suggests that the characteristics of an article are not defined solely by the number of 
contributors, but also by their relationships with other Wikipedia contributors. When we 
also introduce the in- formation about the contributors (contribs.+ soc links + rep.), we see 
further improvement, especially in the case of quality, which seems to support the intuition 
that the quality of an article is deter- mined by the “quality” of its contributors. 

Features Importance Quality 

Contributors 0.691 0.518 
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Contributors + Links 0.743 0.835 

Contributors + Social Links 0.749 0.895 

Contributors + Social Links + 
Reputation 

0.756 0.935 

Table 11 - Predictive accuracy via logistic regression 

5.1.5 Integration and Implementation into ARCOMEM 

An offline analysis module in ARCOMEM – or rather one sub-module per application – will 
be tasked with the inference of implicit social links from user interactions, in various social 
applications. The main motivation behind this module is to enrich the off-line phase of the 
social analysis, to infer trusted users, communities, as well as context-based reputation.    

The current implementation uses Python and Hadoop. 

5.1.5.1 Roadmap to integrating this component into ARCOMEM: 

1. Component Input: The component's input with be read from HBASE and will consist 
of interactions between pairs of Wiki editors, as well as the model parameters that 
will be used in the inference of signed links. 

2. Component Output: The output will be written into the Knowledge Base, in the form 
of an RDF triples describing the signed network, possibly enriched with certain 
statistic. 

3. Component execution: This module will mainly run offline, in order to analyze 
existing Wiki data. 

4. Data Preprocessing: As a first step, Wiki data - in particular editing history – will be 
analyzed in order to compile the interaction vectors described previously. 

5.1.6 Future Work 

5.1.6.1 Short-Term Perspective 

The list of community interactions we used in our Wikipedia study is in no way exhaustive, 
as contributors can participate in a variety of other interactions. The most important one 
left out is debates between the contributors, present on the talk pages attached to the 
articles. Indeed, one can imagine ways of exploiting this interaction also (by way of 
sentiment detection, for example). 

At the application level, one goal is to establish and exploit a reputation system for 
contributors, for example based on exponential ranking on the derived links (while also 
taking into account the negative links).  

For example, such measures would allow us to identify trusted users, from the perspective 
of a journalist or with respect to a certain community. 

5.1.6.2 Mid-Term Perspective 

We plan to use trust/reputation for authors of social content for content appraisal. In 
particular, in the context of Wikipedia, our goal is to obtain « trust-on-text », indicators of 
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how trustworthy a piece of information is, from the trust network of contributors. Finding 
trustworthy information in Wikipedia, in relation to a certain archiving context – a topic, 
entity, event (e.g., 2012 financial crisis), or even set of keywords, may be beneficial as a way 
to refine searches or to improve the crawl  focus.   

The approach described here is obviously directly applicable over any Wiki application and 
its data (which represents one of the main types of social media that is considered in the 
ARCOMEM project). Moreover, our study represents a proof of concept for the general 
problem of inferring implicit signed links from interactions in social applications. Effort will 
be put in the future into studying how this approach can be applied in other social settings, 
where different kinds of interactions have to be identified, extracted and analysed; we then 
need to understand whether these can be reliable indicators of one’s positive or negative 
attitude. This transposition cannot be achieved without having real datasets, and one 
obstacle for the moment is the lack of open, accessible data -- or of data crawled within 
ARCOMEM -- for other social applications. 

5.2 Duplicate Detection 

5.2.1 YouTube Video Duplicate Removal (SOTON) 

There are a number of good reasons for finding duplicates of videos from video sharing 
sites. Firstly, when creating archives of web content, it is unnecessary to store multiple 
copies of content that is identical. It may also be preferable to find and store only the 
highest quality copy or perhaps the smallest in size for certain archives.  As well as reducing 
the overall size of the archive without losing information, it also allows the context in which 
the videos were found to be aggregated to ensure that all information about the videos is 
archived.  For example, it would be important to store the comments and descriptions from 
all video duplicates for social network analysis.  Another use for finding duplications of video 
content is to recreate a complete video from overlapping individual parts of the same video 
content (where only parts of the video content are duplicated). 

However, finding duplications of videos ideally requires the full video content of the two 
videos which are being compared.  It is a disadvantage during crawling to download large 
amounts of data only to find that it is a duplicate of what has already been downloaded and 
for that data then to be thrown away.  So, our efforts have been focussed on a low-cost (in 
terms of bandwidth) method for detecting video duplications, initially using YouTube. 

YouTube provide a public API which allows users to search for videos and retrieve the 
metadata about those videos. The metadata includes information about the videoincluding 
three thumbnails taken from the video.  For most users, these thumbnails are automatically 
generated by YouTube when a video is uploaded and they are taken from one-quarter, half 
and three-quarters of the way through the video. Because of this regularity in the thumbnail 
capture time, it is possible to use these to find video duplicates where there has been 
minimal alteration of the timing of the video - that is, for duplicate videos the thumbnails 
will essentially be the same at those three points. YouTube also returns a larger (but still 
low) resolution image for the central image in the video, which the following demo uses for 
matching. 
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To provide matching of thumbnails, we can use image matching techniques and because 
these are relatively low cost, we can perform these techniques on live queries from the 
YouTube API. Figure 19shows a screenshot from a web application that provides this 
functionality. A query is provided which is used as a keyword query to the YouTube API.  
YouTube limits its search results to 1000 videos, so the 3000 returned thumbnail images are 
compared with each other to find those that match.  A similarity measure between two 
images is calculated by extracting colour histograms using a block histogram model (in a grid 
over the image) and comparing those using a Euclidean distance measure.  Matching is 
determined with a threshold on the distance measure returned from the image match. The 
closer the threshold is to zero, the lower the recall but the greater the precision. 

 

Figure 19 - Searching YouTube for "rock am ring" to find duplicated videos based 
on the thumbnails 

Figure 19shows the duplicate detector using the query ‘rock am ring’. The results show only 
duplicate videos. From the 1000 results returned from YouTube, 24 were duplicated. The 
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first line shows a video that was duplicated 3 times. Figure 20shows the three video pages 
for these videos. You can see that it would be important to merge the context of these 
videos, as one video has over 11 million hits, another nearly 2 million hits, yet the last only 
487 thousand hits; if only the last video’s context was taken for the archive, the archive 
would be lacking important information. 

 

Figure 20 - The top three duplicates from Figure 19. The first has over 11 million 
hits, the second nearly 2 million hits and the last only 487 thousand hits. Note 

that the 2 million hit video has less metadata than the others.  

Note that, in some cases, due to the feature being used (essentially a colour-based feature), 
we also get some incorrect duplications detected. Look carefully at the second line which 
shows a miss-classification; the two videos are actually different although it’s clear to see 
why they matched. This type of match could be avoided by ensuring that all three 
thumbnails from each video have matches. 

This demo demonstrates that it is not necessary to download the whole video to find 
matches. All that is required is some regularly spaced thumbnails from which we can extract 
features.  The problem with using the thumbnails that YouTube provide is that certain users 
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(YouTube partners) have the ability to change thumbnails for videos.  This clearly means 
that if a user uploads copies of a video from a premium user, it is possible the thumbnails 
will not match.  However, we are investigating whether it is possible to jump through a 
YouTube video using the RTSP protocol to extract individual frames at regular intervals, 
thereby not relying on YouTube’s delivery of the thumbnails.  This would allow us more fine-
grained matching that would allow the detection of overlapping or sub-videos while still not 
requiring that the whole video be downloaded. 

5.2.1.1 Integration and Implementation into ARCOMEM 

The ARCOMEM API crawler will be gathering information from YouTube and other video 
sites through their APIs. We can use the above system to directly determine in the offline 
analysis phase which videos are duplicates and associate them in the RDF store with 
owl:sameAs relationships. Then during the formation of the next extended crawl 
specification, this information can be taken into account to avoid downloading the same 
video more than once. 

(a) Roadmap to integrating this component into ARCOMEM: 

1. Component Input: This component will execute within the ARCOMEM system’s 
offline stage and will read input from the HBase. 

2. Component Output: The output of this object will be links between web-objects that 
determine their likelihood of duplication. This information will be stored into the 
RDF triple-store. 

3. Component execution: This component will execute in the Offline Phase as a Map-
Reduce task. 

4. Data Preprocessing: This module requires no data-pre-processing, although it will 
itself produce features for videos (video frames) which constitute a pre-processing 
stage to the duplicate detection. 

5.2.2 User Detection and Disambiguation 

ARCOMEM analyses data from many different social media sites. Videos come from 
YouTube, photos from Flickr and so on. Indeed, one of the core objectives of the work 
package is to take into account the larger context in which the data resides, for example, 
how often it has been viewed or shared and by which groups. This requires the production 
of tools with a strong discovery component in order to determine trends and which content 
is worth preserving. 

In the case of the Rock Am Ring data, currently there exists a collection of photos and 
videos, and tools to annotate both are being developed as part of WP3. But there is nothing, 
other than content based analysis, linking the photos to the videos, particularly in terms of 
authorship. Often a user will own both a Flickr account and a YouTube account and will post 
to both, yet it is not necessarily obvious that the two accounts belong to the same person. 
Making this link is an important step to linking and finding authorities on these social 
networks. 
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Taking the idea further, many YouTube users share their videos on Facebook and Twitter - it 
will also be useful to link these accounts in order to refine the results of studies to people 
rather than user accounts, as one person may have several Twitter accounts, for example. 
As there may be nothing to link two users to the same social group on one social network if 
they communicate primarily via another, linking YouTube and Flickr accounts to Twitter and 
Facebook would be a clear advantage to further analysis. Additionally, a shared video on a 
social networking site may belong to the sharer, one of the sharer's friends, or someone 
completely different and it is important to make this distinction when analysing who is the 
authority in a network. 

In the simplest possible case, many users will use the same username on various different 
sites. Often where this is not possible, the user will pick a ‘nickname’ and make all of his or 
her usernames derivatives of that. But of course this is not something that can be relied on; 
more than one person may have the same nickname and some sites have stricter username 
selection guidelines which force users to select usernames different to that which they 
usually use. For this reason, novel methods of detecting duplicate users are needed. This is 
where the task becomes a profiling exercise. We need to gather information about each 
user in order to be able to match properties. For example, if two user profiles use the same 
URL for their blog and also have the same email address, we can assume they are controlled 
by the same person. Alternatively we can look at the use of language in comments made by 
the users. 

5.2.2.1 User Detection in the ARCOMEM System 

Detecting user accounts from the same person is an important step to guiding the API 
crawler to get data from social networks. If an authority is found on Flickr for a particular 
area and they can be linked to a Twitter account, it’s clear that it would be advantageous to 
also crawl the Twitter account content.  This technique can also be used when perusing the 
crawled data for showing direct connections between content in the archive that comes 
from the same person, even though they are from different user accounts on different 
networks. 

(a) Roadmap to integrating this component into ARCOMEM: 

1. Component Input: This component will execute within the ARCOMEM system’s 
offline stage and will read input from the HBase and the RDF triple-store. 

2. Component Output: The output of this object will be links between ETOEs (people 
represented by user accounts) that determine their likelihood of similarity. This 
information will be stored into the RDF triple-store. 

3. Component execution: This component will execute in the Offline Phase. 
4. Data Preprocessing: This module requires that user information is available for web-

objects. 

5.2.3 Entity Enrichment in Social Data 

ARCOMEM analyses data from social media sites, including Twitter and YouTube.  This data 
is often unstructured and has insufficient formalisation where entities can be described with 
colloquial terms, non-standard abbreviations, or strings of characters representing several 
words. 
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In order to identify semantic links to musical artists from the Rock-am-Ring related tweets, 
and investigate the popularity of the artist, we will analyse the tweets using their geographic 
and temporal information.  We hope to establish measures with which to determine an 
entity’s popularity.  For example, are there lots of tweets before and after an event, or are 
there lots of tweets during an event that are about a different entity (e.g. a tweet during a 
Coldplay event may not reference any Coldplay related entities, but be about what they are 
going to do tomorrow). 

In order to show this in an interesting way, we plan to make a visualisation of tweets over 
time and semantically enrich them.  This visualisation would be able to display popup boxes 
about entities’ popularity (using our approach and other metrics, such as record sales), 
rising and falling of popularity, insert relevant images from the Semantic Web, and show 
BBC iPlayer links via the Semantic Web. 

This visualisation will be a stand-alone tool which the archivist will be able to access from 
entities within the crawler cockpit when browsing an archive. It will help to provide 
contextual information about specific entities that will enable the archivist to plan or 
reroute the crawling by altering their specification. Depending on the information we 
manage to extract, we may attempt to provide guiding to the API crawler for interesting 
entities to follow at future times. 

5.2.3.1 Roadmap to integrating this component into ARCOMEM: 

1. Component Input: This component will read information from both the HBase and 
the RDF triple-store. 

2. Component Output: The output will be mainly a visualization for navigating the 
information found within the crawler cockpit or the archive browser, however, it is 
expected that if interesting information is generated it may be pushed back into the 
triple-store so that the information can be archived. 

3. Component execution: This component will be a stand-alone tool, most likely 
running as a web-service. 

4. Data Preprocessing: This module requires that entities are extracted from web-
objects and that a reasonable number of web-objects refer to the entities. It would 
also be necessary to have time information associated with the objects. 

5.2.4 Geographical Entities and Geographical Origin 

Identify geographical entities described in the economic dataset, and compare those 
entities extracted from the tweets with their geographical location.  This allows an 
evaluation on the number of tweets where users talk about their own country, versus other 
countries, and provide a visualisation of who talks about who; which countries are being 
most talked about; and which are talking the most. 

In more detail, we are going to investigate the most popular countries talked about, which 
countries talk about each other (e.g. do most tweets about France come from tweeters 
from Italy?), are tweet mentions reciprocal? (e.g. do French and Italian tweeters talk about 
each other’s countries, or about different countries), and are there geographic tweets 
mostly about neighbouring countries, or distant countries. 
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5.2.4.1 Roadmap to integrating this component into ARCOMEM: 

1. Component Input: This component will be a stand-alone tool but will read its input 
from the RDF triple-store that was created during the offline phase of the crawl. 

2. Component Output: Although the output will mainly be a visualization of the data 
found within the crawled data, it is expected that some information may be pushed 
back into the triple-store to allow for archiving of found trends. 

3. Component execution: This component will be a stand-alone tool, most likely 
running as a web-service. 

4. Data Preprocessing: It is necessary that is process is able to have information about 
the location of a web-object’s author and to have places extracted from the text. It is 
expected that this is most likely to be found with Tweets. 
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6 Social Content and the User 
Through the Broadcaster and Parliament applications the users will be presented with an 
integrated approach of the results of the aforementioned work. User experimentation will 
present methods and approaches that will try to silently integrate answers to the questions 
presented in paragraph 2.2 without interfering with the user standard methods of searching 
and refining the results of the ARCOMEM Sara application. The experiments and design will 
happen in conjunction with D9.4. In the end, the opinion leaders, their influence, 
geolocation information and other results will be presented to the users in a non-intrusive 
manner, integrated with the retrieval process. 

Parameters for success will be the amount of information from the results of this work to 
the applications as well as their usefulness as evaluated by the project user partners. 

This work will be done in two stages, one will be the conceptual phase where examination 
of methods for best integration and visualisation of all social content will be explored and 
the second will be the actual implementation and testing with real data from the T2.2 
modules. 
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