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Executive Summary 

This deliverable describes the approaches and results concerned with the extraction, 
enrichment and consolidation of entities, topics and events within WP3, deploying text 
mining, NLP, image analysis and semantic data integration technologies. In particular, 
we focus on four main areas relevant to support the ARCOMEM requirements and use 
cases: (a) entity extraction from text, (b) entity extraction from images/video, (c) topic 
detection, and (d) entity, event and topic enrichment and consolidation. For each 
individual area, the respective challenges, arising from ARCOMEM specific 
requirements are discussed, developed technologies are introduced and experimental 
results based on ARCOMEM data and crawls are introduced. Evaluation procedures 
and first evaluation results are proposed as well.  
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1. Introduction  

Given the ever increasing importance of the World Wide Web as a source of information, adequate 
Web archiving and preservation has become a cultural necessity in preserving knowledge. 
However, in addition to the “common“ challenges of digital preservation, such as media decay, 
technological obsolescence, authenticity and integrity issues, Web preservation has to deal with 
the sheer sise and ever-increasing growth rate of Web data. Hence, selection of content sources 
becomes a crucial task for archival organisations. Instead of following a collect-all strategy, archival 
organisations are trying to build community memories that reflect the diversity of information 
people are interested in. Community memories largely revolve around events and the entities 
related to them such as persons, organisations and locations. These may be unique events such 
as the first landing on the moon or a natural disaster, or regularly occurring events such as 
elections or TV serials.  

The main logical concepts considered in ARCOMEM extraction and enrichment activities are 
entities, roles, relations, events, and topics. In this work, entities are for instance, locations, 
organisations, individuals or other atomic entities. On the other hand, an event describes a 
situation within the domain (composed of states, actions, processes, properties) expressed by one 
or more relations. Events can be expressed by text elements such as:  

� verbal predicates and their arguments  (“The committee dismissed the proposal”); 

� noun  phrases  headed  by  nominalisations  (“economic growth”); 

� adjective-noun combinations (“governmental measure”); 

� event-referring nouns (“crisis”, “cash injection”). 

Events  can  denote  different  levels  of  semantic  granularity, i.e. general  events  can  contain 
more  specific sub-events. For instance, the performances of various  bands  form  sub-events of  
a wider music  event, while a general event like “Turkey's EU accession” has sub-events such as 
the European Parliament approving Turkey's Progress Report. 

Topics describe higher level notions which might be characterised by one or more ARCOMEM 
concepts (entities, events).  

Modelling within ARCOMEM takes into account compatibility and (eventually) interoperability with 
existing modelling and entity recognition initiatives, which have been created from a number of 
different but overlapping perspectives, both theoretical and application-based [37]. 

To create incrementally enriched Web archives which allow access to all sorts of Web content in a 
structured and semantically meaningful way, extraction, enrichment and consolidation of entities 
and events are of crucial importance. To this end, the main challenges are related to the extraction, 
detection and correlation of entities, events and related information in a vast number of 
heterogeneous Web resources. While extraction covers the identification and structured 
representation of knowledge about events and entities from previously unstructured material from 
scratch, detection refers to the detection of previously extracted events and entities. Therefore, in 
contrast to the extraction step, detection takes advantage of existing structured data about events 
and entities. Both processes face issues arising from the diversity of the nature and quality of Web 
content, in particular when considering social media and user-generated content, where further 
issues are posed by informal use of language. Since archiving has to consider the evolution of 
content and metadata over time, temporal and dynamics-related aspects are of special importance 
(see Section 6. Temporal Aspects and dynamics detection ). 

In this document, we introduce the technologies and approaches developed in ARCOMEM to 
support automated extraction and enrichment of entities, together with initial evaluation 
methodologies and results.  
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2. Overall architecture and approach  

This section introduces the overall context in which the entity extraction and enrichment approach 
is taking place.  

2.1 General Architecture 

The goal for the development of the ARCOMEM crawler architecture is to implement a socially 
aware and semantic-driven preservation model. This requires thorough analysis of the crawled 
Web page and its components. These components of a Web page are called Web objects and can 
be the title, a paragraph, an image or a video. Since a thorough analysis of all Web objects is time-
consuming, building directly on the traditional methods for Web crawling and archiving is not 
sufficient. To address the scale challenge, the solution we explore in ARCOMEM relies on focusing 
the crawl on relevant content as it is running, and distributing the crawl and the content analysis. 
The ARCOMEM crawl principle is to start with a semantically enhanced crawl specification that 
extends traditional URL-based seed lists with semantic information about entities, topics or events. 
This crawl specification is complemented by a small reference crawl to learn more about the crawl 
topic and intention of the archivist. The combination of the original crawl specification with the 
extracted information from the reference crawl is called the intelligent crawl specification. This 
specification, together with relatively simple semantic and social signals, is used to guide a broad 
crawl that is followed by a thorough analysis of the crawled content. Based on this analysis, a 
semi-automatic selection of the content for the final archive is carried out. 

The translation of these steps into the ARCOMEM system architecture foresees four processing 
levels:  

� crawler level,  

� online processing level,  

� offline processing level, and 

� dynamics analysis. 

They revolve around the ARCOMEM database as depicted in Figure 1. The ARCOMEM database 
-- consisting of an object store and a knowledge base – is the focal point for all components 
involved in crawling and content analysis. It stores all information from the crawl specification to the 
crawled content and the extracted knowledge. Therefore a scalable and efficient implementation 
together with a sophisticated data model is necessary. The different processing levels are 
described as follows. 
 
 
Crawling Level 
At this level, the system decides and fetches the relevant Web objects as initially defined by the 
archivists, and later refined by both the archivists and the online processing modules. The crawling 
level includes, besides the traditional crawler and its decision modules, some important data 
cleaning, annotation, and extraction steps. The Web objects (i.e. the important data objects 
existing in a page, excluding ads, code, etc.) are stored in the ARCOMEM database together with 
the raw downloaded content. 

Online Processing Level 
Online processing is tightly connected with the crawling level. At this level a number of semantic 
and social signals such as information about persons, locations, or social structure taken from the 
intelligent crawl specification are used to prioritise the crawler processing queue. Due to the near-
real-time requirements, only time-efficient analysis can be performed, while complex analysis tasks 
are moved to the offline phase. The logical separation between the online processing level and the 
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crawler level will allow the extension of existing crawlers at least with some functionalities of the 
ARCOMEM technology. 

Offline Processing Level 
At this level, most of the basic processing over the data takes place. The offline, fully-featured 
versions of the ETOE (entity, topic, opinion, and event) analysis and the analysis of the social 
contents operate over the cleansed data from the crawl that are stored in the ARCOMEM 
database. These processing tools make use of linguistic, machine learning and NLP methods in 
order to provide a rich set of metadata annotations that are interlinked with the original data. The 
respective annotations are stored back in the ARCOMEM database and are available for further 
processing and information mining. After all the relevant processing has taken place, the Web 
pages to be archived and preserved are selected in a semi-automatic way. Finally, the selected 
original pages are transferred to the Web archive (in the form of WARC files).  

Both the Web Archive and the ARCOMEM database (metadata annotations) are accessible by the 
ARCOMEM applications to support their functionality. 

Dynamics Analysis Level 

Finally, a more advanced processing step takes place. It operates on collections of Web objects 
that have been collected over time in order to register the evolution of various aspects identified by 
the ETOE and Web analysis components. As such, it produces aggregate results that pertain to a 
set of Web objects crawled at different points in time, rather than to a single crawl.  

Applications 

We implement customised methods to interact with the ARCOMEM crawler and ARCOMEM 
database, for example to satisfy the use cases of (Section 2.2 Use cases). The archivist tools allow 
the archivist to specify or modify crawl specifications and do the quality assurance. By explicitly 
marking certain pages as relevant to a crawl, the intelligent crawler can -- even during a crawl 
campaign -- learn more about the crawl intentions and crawl specification. This is especially 
important for long running crawls with broader topics. The intentions behind broader crawl topics 
are less precise and rather abstract, which leads to a semantically more generic crawl 
specification. Examples for this are the financial crisis or elections. In these cases, sub-topics, 
entities, and events are changing more often than during highly focused crawls and therefore 
require regular adaption of the crawl specification. 

The archivist tool is also used to create the final Web archives. Based on a relevance analysis, a 
semi-automatic method proposes to the archivist relevant Web pages from the ARCOMEM 
database that should be preserved. The archivist always has the possibility to include or exclude 
pages from this selection. Finally, the selected content will be transferred to the WARC files for 
preservation. The foreseen end-user applications allow users to search the archives by domain, 
time and keywords. Furthermore, browsing the archives via different facets like topics, events, and 
entities, and visualizing the sentiments of Social Web postings complement the end user 
application. However, the applications are not limited to the described examples. The ARCOMEM 
system is open to reuse by 3rd party applications. 
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2.2 Use cases  

ARCOMEM follows a strong user-driven approach. To this end, two application scenarios have 
been selected, in order to illustrate and test in a variety of real-life settings the tools developed, and 
to provide feedback through mock-ups developed early in the project. The first application is driven 
by two major broadcasting companies, namely Deutsche Welle (DW) and Südwestrundfunk 
(SWR), and targets the event- and entity-aware enrichment of media-related Web archives based 
on the Social Web. The second application is driven by two European parliaments (the Greek and 
the Austrian parliament), and targets the effective creation of political archives based on the Social 
Web. 

Broadcaster Use Case 
Due to the increasing importance of the Web and Social Web, journalists will in the future no longer 
be able to only use reliable sources like news agencies, public relations material, or libraries. User-
generated content will become another important information source. This shift in importance is 
also the case when the events of the broadcasters themselves should be documented and their 
impact should be analyzed. In both cases it is important that the user-generated content stays 
accessible even if the original source disappears. Therefore, the management of digital content 
from a Social Web archive perspective is a key concern for broadcasting companies. 

The main objective in the broadcaster scenario is to identify, preserve, interrelate, and eventually 
use multimedia content from the Social Web that is relevant to a specified topic, event, or entity. 
Two groups of users are involved: the archivists and the journalists. The archivists need support for 
selecting and archiving relevant content. Their job is to define and fine-tune the boundaries of the 

Figure 1. Overall ARCOMEM architecture 
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focused crawling until the results are satisfactory, at which point the results are stored in the 
archive. The journalists need to easily find relevant content for their stories/articles/shows, and 
then be able to follow the discussions and opinions on them. 

As a concrete example, we consider the case of an annual popular rock festival called “Rock am 
Ring” that takes place in Germany and is covered by SWR. Journalists covering the festival would 
like to have access to relevant content from blogs, social networks, as well as photo and video 
networks. Information gathered from those sources is selected, processed, and organised so that 
questions such as the following can be answered: 

� How did people talk about the event? 

� How are opinions distributed in relation to demographic user data? 

� Who are the most active Twitter users? 

� Where did they come from? 

� What did they talk about? 

� What videos were most popular on Facebook? 

 

Parliament Use Case 
Parliament libraries provide Members of Parliament (MPs) and their assistants, journalists, political 
analysts, and researchers with information and documentation for parliamentary issues. Besides 
traditional publications, the Web and the Social Web play an increasingly important role as an 
information source since they provide important and crucial background information, like reactions 
to political events and comments made by the general public. It is in the interest of the parliaments 
to create a platform for preserving, managing, mining, and analyzing all the information provided in 
the social media. 

Through ARCOMEM the Greek and Austrian parliaments aspire to transform their flat digital 
content archives to historical and community memories. In particular, one of the selected case 
studies concerns the Greek financial crisis. ARCOMEM opens the road for answering questions 
like: 

� What is the public opinion on crucial social events? 

� How has the public opinion on a key person evolved? 

� Who are the opinion leaders? 

� What is their impact and influence? 

The parliament use case exhibits notable differences compared to the broadcaster use case. First, 
parliaments have multimedia archives with content partly produced by the parliamentary 
procedures. The focus is on associating this information with the events and entities involved, and 
subsequently enriching it with relevant user content from the Social Web. Second, crawls may last 
longer than in the broadcaster case. Political events may have a long aftermath, in contrast to 
news stories which are usually more temporally focused. Third, a broad range of people use the 
parliament archives and may have varying requirements when retrieving information, making it 
difficult to cover everyone’s needs. 

The requirements for the ARCOMEM system have been compiled in close collaboration with the 
broadcaster and parliament users, and were based on the analysis of a number of use cases 
similar to those outlined above. The analysis phase identified a list of possible content sources for 
each use case, belonging to various social media categories (blogs, wikis, social networks, 
discussion groups, etc.), together with a number of attributes of interest for each source. Moreover, 
the functionality of the system was specified in detail. 
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Our extraction and enrichment experiments are already applied to use-case specific datasets, 
crawled from the Web for the needs of the two use cases described above. 

2.3 ETOE extraction and enrichment: processing chain, data model and storage 

ETOE extraction and enrichment is covered by a set of dedicated components which are partially 
represented in Figure 1. However, for better illustration and elaboration of involved components, a 
specific sub-architecture and processing chain (Figure 2) has been defined, which is dedicated 
exclusively to ETOE extraction and enrichment. Please note that the majority of components in 
Figure 2 are represented in lesser detail in the overall ARCOMEM architecture and a direct and 
consistent mapping between the two exits.  

The processing chain depicted here describes all components involved in the Offline processing of 
Web objects. While the extraction and enrichment components (“Logic Layer” in Figure 2) are 
detailed in the following sections, we would like to briefly introduce the updated ARCOMEM data 
model and the ARCOMEM Knowledge Base (“Storage Layer”), which serves as central component 
for the WP3 extraction components according to the ARCOMEM data model. 

 

ARCOMEM Data Model 
After a requirements analysis, a structured domain representation, the ARCOMEM data model, 
was created that reflects the informational needs of ARCOMEM. Please note, while the data model 
has been introduced in previous deliverables, we would like to highlight recent changes, such as 
the introduction of dedicated concepts (“Enrichment” and “EnrichmentContext”) reflecting the 
enrichment approach and the generated data items. 

The central concepts in this configuration are InformationObject, InformationRealisation and 
CrawlingConcept. InformationObject is the class that subsumes all ARCOMEM’s information types: 
Entities, Events, Opinions, and Topics. Multilingual instances of this class are classified according 
to the language they belong to. InformationRealisation captures the concrete instantiations of these 
information objects in the form of multimedia web objects such as texts and images. 
CrawlingConcept describes required aspects of the crawling workflow. The creation of links to 
concepts from various de facto or officially established standardised vocabularies ensures a proper 
embedding of the ARCOMEM conceptual vocabulary in the wider semantic web context. Where 
possible, links with existing concepts in the linked open data cloud are incrementallly being 

 

Figure 2. Processing chain for ETOE extraction and enrichment 
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established. Figure 2 illustrates the resulting data model in the form of a simplified UML notation 
using classes and their relations (Figure 2: The ARCOMEM Data Model). Open arrows represent 
subClassOf relations, whereas closed arrows indicate any other type of relation. 

The ARCOMEM data model1 is represented in RDF2. The serialisation and population of this model 
in RDF enables structured access to resulting data through SPARQL. 
 

 
 

 

ARCOMEM Knowledge Base: HBase Triple Store & OpenRDF 
The task of the knowledge base is to handle the data that derives from the extraction (i.e. 
annotation of the Web objects), as performed by the online as well as the offline processing 
modules. Such annotations are described using the ARCOMEM data model (see above) that 
interlinks ETOEs, and point to actual content residing in the Object Store. Thus, the problem 
translates to building an efficient processing engine that appropriately indexes and stores RDF 
triples and offers SPARQL querying capabilities, while maintaining the scalability and high-
performance characteristics. 

The number of available solutions range between a robust centralised RDF-store to a fully 
distributed NoSQL-powered datastore. It is obvious though that there exists a number of 
advantages and disadvantages for each choice: Having a pure RDF-based storage engine enables 
native SPARQL query functionality for a loss in scalability and performance. NoSQL-based data 
stores offer availability and high performance but fail to perform complex queries. Traditional 
relational stores offer high performance multi-attribute searches but cannot scale in a straight-
forward way. 

Existing solutions fail to simultaneously offer both query expressiveness and 
scalability/performance. Thus, we have designed a distributed triple index solution, following a 

                                                
1 http://www.gate.ac.uk/ns/ontologies/arcomem-datamodel.rdf 
2 The Resource Description Framework (RDF) is the W3C standard for the conceptual description and modeling of 

information that is implemented in web resources. It relies on statements expressed in the form of subject-predicate-object 

triples, denoted as {S, P,O}. http://www.w3.org/RDF/ 

 

Figure 3. Updated ARCOMEM data model 
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hybrid approach that combines the power and expressiveness of an RDF engine with the 
performance and scalability of NoSQL.  

More specifically, we have implemented an enhanced version of the centralised Hexastore 
indexing scheme [2] over HBase. Hexastore is an RDF store that creates 6 indices (for all possible 
permutations of subject, predicate and object in main memory, thus offering the ability to retrieve 
any triple pattern with minimal cost. Taking this one step further, our distributed knowledge base 
creates three indices ultimately stored in an HBase table. These indices correspond to three 
combinations of S, P and O, namely SP-O, PO-S and OS-P. The knowledge base is able to 
provide native SPARQL query functionality, with joins being executed as MapReduce jobs. Initial 
experiments prove the ability of the knowledge base to scale to billions of triples and to handle 
concurrent user requests, achieving fast response times. 

While the current implementation of the HBase RDF storage is work in progress, for WP3 and WP4 
purposes a dedicated WP3/4 RDF store3 based on OpenRDF4 and OWLIM5 has been set up. 
OpenRDF and OWLIM are among the most widely used storage environments on the Semantic 
Web, they offer full SPARQL query support as well as OWL reasoning facilities. All experiments 
and data results described in the following sections are currently managed and handled via this 
dedicated ARCOMEM setup based on OWLIM and OpenRDF.  

The storage layer in Figure 2 distinguishes between a temporary (TEMP) from a LIVE storage. 
While the storage mechanisms are out of the scope of this document, we would like to briefly 
describe the rationale behind this distinction. The temporary storage (TEMP) is meant to provide a 
mechanism for all processing components within the logic layer to exchange data – extracted data 
is stored in the TEMP storage and can be retrieved via URIs or structured queries. Here, crucial 
aspects are query and storage performance, which is also achieved by minimising the data 
available in the store by flushing the store after a particular set of processing cycles. The LIVE 
store on the other hand is meant to contain a gradually growing knowledge base which is 
incrementally populated by each processing cycle. The LIVE store will be geared towards a high 
level of data quality, accuracy and richness. 

2.4 Current crawls and particular challenges 

Based on the use cases described above, a number of dedicated datasets (crawls) were obtained, 
posing particular challenges with respect to entity extraction and enrichment.  

 

Current datasets (crawls) 

The entity and event extraction and enrichment experiments described in this deliverable were 
applied to ARCOMEM specific datasets. These datasets consisted of crawls which were provided 
by WP5 as part of the use case applications (WP8 and WP9). The most important crawl consists of 
over 7,500,000 archived URLs related to the overall scenario of the financial crisis and the archive 
is available at http://collections.europarchive.org/arcomem/.  

For the majority of the work reported in this deliverable, we have been using a subset of the 
financial crisis dataset. For the experiments with German content, we have been using the Austrian 
Parliament dataset produced by the crawler.  

The financial crisis data is mostly in English and the processed subset consists of 32 Facebook 
posts, 41,000 tweets and 800 user comments from greekcrisis.net. The processed subset of the 
German Austrian Parliament data consists of   326 documents (mostly PDF, some HTML). 
 

                                                
3
 http://arcomem.l3s.uni-hannover.de:8090/openrdf-workbench/repositories/arcomem-rdf/ 

4
 http://www.openrdf.org 

5
 http://www.ontotext.com/owlim 
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Challenges 
For the long-term availability and usage of Web content, it is important to preserve not only the 
content itself but also its context and interactions from relevant Web destinations. These include 
those that the content providers own (the main portal, channel portals or programme portals), 
those that they partner with (e.g. joint broadcaster portals), social media services or platforms, and 
both professional and user blogs/websites. This type of content is varied and comprises general 
content, commenting, rating, ranking and forwarding, while containing both structured data and 
unstructured free text.  

To this end, it is a challenge to manage and correlate content from these information sources, 
differing in quality, form (e.g. both audiovisual and textual material) and structure. In order to 
achieve a focused crawl, it is necessary to identify semantically related objects, e.g. ones which 
discuss the same events or entities. However, the preservation and identification of correlations 
within such a diverse variety of Web sources poses a number of key challenges: 

� extraction of events and entities from heterogeneous and unstructured content;  

� structured representation and enrichment of events and entities; 

� detection of events and entities in heterogeneous and unstructured content; 

� detection of term and entity evolution; 

Entity and event extraction from unstructured and heterogeneous Web data is one of the key 
challenges. This involves the use of natural language processing (NLP) techniques to extract 
events and entities from the text, and video analysis techniques to deal with audiovisual material.  

Although extraction is performed in the offline phase, there are still time requirements. Because the 
newly extracted entities and events are used in the online phase to focus the crawl, the extraction 
must be reasonably fast. To keep the crawl from becoming too diffuse, the results of the extraction 
must also be highly accurate, which provides an additional challenge. 

The representation and enrichment of events and entities requires appropriate schemas and 
vocabularies to be identified and defined in order to enable the population of a knowledge base 
containing potentially vast and highly dynamic event- and entity-related datasets. While we may 
only be able to extract partial and limited data, its enrichment is nevertheless an important and 
implicit task. Enrichment will exploit the vast amount of structured Linked Data [1] available on the 
Web, in order to expand event descriptions with references to related knowledge, for example 
DBpedia entities. The chosen representation schema has therefore to be defined in an 
interoperable way and be well-aligned with existing linked data schemas and vocabularies.  

In contrast to the extraction, the detection of events and entities needs to exploit the data captured 
in the knowledge base in order to automatically detect events and entities. Both NLP and video 
processing techniques need to be exploited here too, but with much less time for analysis: this 
means that the processing will be shallower. Because the detection occurs in the online phase  
and is in close interaction with the crawler, a key challenge is to perform the detection in a very 
short time frame and with limited time for deep, linguistic analysis. 

Finally, the results of both online and offline processing phases are used for targeted Web 
crawling. This allows the crawling strategy to be gradually refined, based on the outcomes of the 
previous crawling, extraction and detection activities. It is a challenge to make appropriate use of 
these outcomes to create focused archives. 
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3. Entity extraction from text  

Referring to the processing chain depicted in Figure 2, entity extraction is covered by the 
component labelled “GATE1”. The work performed in this task aims to advance the state of the art 
in the development and adaptation of language processing resources to new domains and 
languages, especially in the domain of social media, where such tools are not widespread and 
suffer from a variety of problems. We aim to investigate new methodologies for language 
processing on social media and particularly on degraded texts (especially tweets).  

The entity recognition components are all developed in GATE6, an architecture for language 
engineering that has been developed by the University of Sheffield team since 2000. It is open 
source, freely available, platform-independent and implemented in Java, and has a wide 
community of both academic and commercial users worldwide. It contains a number of 
components for language processing and text mining. The GATE annotation pipeline for entity 
recognition consists of a set of processing resources (PRs) executed sequentially over a corpus of 
documents. The application can be divided into the following components: 

1. Document Pre-processing 

2. Linguistic Pre-processing 

3. Named Entity Recognition 

4. Term Extraction 

5. RDF generation 

More details of each of these components are given below. 

3.1 Document Pre-Processing 

This consists of the following PRs: 

1. Document Reset: allows the prototype to be run multiple times over the same document. 

2. Document Pre-Processor: separates the body of the content from the rest, for facebook pages 
and tweets, using information from the original document metadata (HTML/XML tags), so that 
only the relevant parts of the document are annotated. For this, we use the Annotation Set 
Transfer PR in GATE to pass only text covered by the span of certain tags (e.g. post_content) 
onto the remaining modules for further processing. 

3.2 Linguistic Pre-Processing 

The Linguistic Pre-Processing provides linguistic information that will be used in later processing, 
such as tokenisation, part of speech tagging, lemmatisation and so on. It also provides language 
identification, in the case where documents are in different languages or even parts of documents 
are in different languages. For example, facebook posts and forums often contain messages in 
more than one language. Typically, the Rock am Ring corpus contains texts in both English and 
German, and occasionally other languages. Texts about the Greek crisis are often in a mixture of 
Greek and English. The linguistic pre-processing module consists of the following PRs: 

 

1. Tokeniser: splits the text of the document into separate tokens (words, numbers, punctuation 
etc.). 

                                                
6
 http://gate.ac.uk 
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2. Sentence Splitter: finds sentence boundaries. Note that there are several versions of this 
available in GATE. The version used here treats each new line as the beginning of a new 
sentence.  

3. Language Analysis: identifies the language of each sentence in the document. For this we use 
a GATE plugin for the TextCat language identifier7. This is an implementation of the algorithm 
described in[8]. Each sentence is annotated with the language represented, and the application 
in GATE then calls one of two further applications, for English and German respectively, for 
each sentence being processed. If other languages are detected, then the sentence is ignored 
by the application and is not further analysed.  

4. Part of Speech (POS) Tagger: determines the part-of-speech of each Token in the document. 
The Tokens are determined by the Tokeniser (see above).  

5. Morphological Analyser: determines the root form of each Token. It takes as input the Tokens, 
together with their respective POS tags, and adds root and other features to the Token 
annotation. 

3.3 Named Entity Recognition from Text 

The Entity Detection module in the GATE application tries to detect crawl-related entities that occur 
in the document. It makes use of the named entity recognition tools in GATE, which have been 
modified and extended for the purposes of this task. The set of entities includes: 

1. Persons (e.g. artists, politicians, web 2.0 users); 

2. Organisations (e.g. companies, music bands, political parties); 

3. Locations (e.g. cities, countries); 

4. Dates and times (of events and content publication). 

These entity types are based on the ones used in ANNIE, GATE's default Information Extraction 
system. However, some of the subtypes are new, e.g. music bands, political parties, and some of 
the ways in which these entities are detected are new, in order to deal with the particular domains 
and the problems inherent with language processing on social media (for example, incorrect 
English, lack of capitalisation and punctuation). 

The named entity recognition component of the GATE application consists of the following PRs: 

1. ANNIE Gazetteer: a gazetteer used to help find the names of people, organisations, locations 
etc. This is modified from the original ANNIE gazetteer, in order to remove some very 
ambiguous words and to remove some lists which are unnecessary or which have been 
replaced by new specially developed lists. 

2. ANNIE NE Transducer: a set of JAPE transducers based on ANNIE for finding locations, 
people's names, organisations, etc. As with the ANNIE gazetteer, some of these rules have 
been modified from the originals, in order to take into account the specific nature of the task.  

3. Orthomatcher: links different orthographic variants of the same entity within a document, e.g. 
“D. Cameron” and “David Cameron”. It is set here to operate over Person, Location and 
Organisation annotation types. More specifically, the Orthomatcher adds identity relations 
between annotations found by the tagger, in order to perform co-reference. The matching rules 
are only invoked if the names being compared are both of the same type, e.g. both are already 
tagged as Organisation. This prevents a previously classified name from being recategorised.  

                                                
7
 http://www.let.rug.nl/vannoord/TextCat/ 
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3.4 Named Entity Recognition for German 

The modules for German NE recognition are identical to those for English except that they make 
use of different resources, e.g. they use a German gazetteer instead of an English one. The 
tokeniser and sentence splitter PRs are language independent. However, we replace the English 
standard English POS tagger with an implementation of the TreeTagger [22][23]. This also 
performs morphological analysis. The gazetteer lists are similar to the English ones but contain 
German words. The grammar rules are also similar to the English ones but contain some different 
rules in order to deal with things like German compounding, different German word order and so 
on. We currently have not investigated the effect of social media (and hence the issues of 
degraded text) specifically for German. Figure 4 shows a sample German text annotated with NEs 
in the GATE GUI. 

 

 

Figure 4. Annotation of German Named Entities in GATE 

3.5 Term recognition from English text 

In addition to named entities, we also acquire a set of domain-specific terms using USFD's 
TermRaider term extraction application8. A first version of TermRaider was developed in the EU 
project NeOn9, but it has been considerably extended and improved during the ARCOMEM project: 
specifically, the original version only used basic Tf-idf and was not adapted for social media text. It 
also did not make use of stopwords and had very limited GUI functionality, unlike the existing tool.  

                                                
8
  http://gate.ac.uk/termraider.html 

9
  http://www.neon-project.org 
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TermRaider identifies term candidates (TCs) in the documents and scores them using three 
calculations: 

1. basic Tf-idf [7]: (1+log(tf)) * log(n/df) where tf is the frequency of the TC in corpus, df is the TC's 
document frequency (number of documents in which it occurs), and n is the number of 
documents in the corpus; 

2. augmented Tf-idf (which we shall refer to as aug.Tf-idf), which is each TC's maximum value of 
local augmented Tf-idf, which for each occurrence of a TC is that TC's Tf-idf score plus the Tf-
idf scores of all hyponymous TCs found surrounding that occurrence; 

3. KYOTO domain relevance score [6], df* (1+nh), where df is a TC's document frequency and nh 
is the number of its distinct hyponymous TCs found in the corpus. 

All scores are normalised to values between 0 and 100.  

GATE's linguistic processing components identify nouns and noun phrases (NPs) as TCs, but 
exclude any which are contained within or align exactly with named entities (NEs) identified by 
ANNIE (as described elsewhere in this deliverable).  TC identification and exclusion are carried out 
before scoring.  After scoring, TCs with a normalised score at or above 45 (augmented Tf-idf) are 
treated as instances of Term (a subclass of Entity in the ARCOMEM data model) and used as 
input for the opinion mining and other tools.  (This threshold can be adjusted empirically.) 

The term recognition component of the application consists of the following PRs: 

1. Stopwords gazetteer: list of words to exclude as term candidates. 

2. JAPE transducers: marks stopwords for exclusion, and marks single-word and multi-word TCs. 

3. Groovy deduplicateMW PR: eliminates duplicate MultiWord annotations and deletes TCS 
within or equal to NEs. 

4. Groovy applyLanguage PR: copies language features from sentences onto TCs. 

5. Tf.ifg Termbank generator: calculates the Tf-idf scores after scanning the whole corpus, and 
generates the termbank. 

6. Score copying PR and augmentation JAPE transducer: the first copies Tf-idf scores from the 
termbank back to the TC annotations; the second calculates augmented Tf-idf scores. 

7. Termbank generators: generates the aug.Tf-idf and KYOTO termbanks from the augmented 
scores 

8. Score copying PRs: copies the aug.Tf-idf and KYOTO scores back onto the TC annotations. 

9. TermCandidateThresholdGrammar: this transducer creates Term annotations where TCs 
have scores over the specified threshold. Figure 6 shows the top terms in the termbank 
generated in GATE for the English financial crisis dataset. The features (in brackets following 
each term) represent the language (English in this case) and whether it is a single or multi-word 
term, followed by the termhood score, in descending order of score.  Figure 4 shows the same 
terms but depicted as a termcloud. 
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Figure 5. Termbank for English financial crisis dataset 

 

 

 

 
Figure 6. Terms from the financial crisis dataset represented as a cloud 
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3.6 Term Recognition from German text 

The German version of TermRaider used in ARCOMEM follows the same procedures as the 
English one, with the following adaptations: 

1. The gazetteers and JAPE transducers for NER are designed specifically for German (as 
described in Section 3.3). 

2. The TreeTagger carries out POS tagging (according to the Stuttgart-Tübingen Tagset) and 
lemmatisation for German (as described in Section 3.4). 

3. The MultiWord JAPE grammar is adapted to use the Stuttgart-Tübingen Tagset and to deal with 
minor differences in NP syntax in German, such as the following. 

o The German tagset lacks an equivalent to the English “VBG” (-ing form of a verb); 
the German equivalents are tagged as adjectives or infinitives. 

o Noun-noun compounds consisting of multiple tokens are rare in German, which 
normally concatenates them without spaces (Dampfmaschine vs steam engine). 

3.7 RDF generation 

We use two different approaches to generate RDF triples according to the ARCOMEM data model 
(see Section 2.3): 

• RDF generation from termbanks. Each termbank is converted into a GATE ontology 
based on the ARCOMEM data model, and stored as RDF-XML.  The conversion process 
generates a URI for each instance of Term (unique between runs, but the same for the 
same term across all three termbanks in the same run) and sets the relevant datatype and 
object properties to represent the scores, realisations (text instances in which each term is 
found), and language. Each termbank produces one RDF-XML file, which can be uploaded 
to the OpenRDF repository (see Section 2.3). 

• RDF generation from annotations. RDF triples relating to instances of NamedEntity, 
Event, and Opinion are generated from annotations and their features created on the 
documents by the GATE applications.  We have developed a custom PR for this purpose, 
which is configured by a file of RDF-XML templates. This PR identifies annotations whose 
types and features match the templates' input specifications, and fills in the appropriate 
template using information from each matched annotation. The snippets of RDF-XML (each 
of which can contain any number of triples) are concatenated in an XML-aware way across 
the corpus and stored as one RDF-XML file, which can be uploaded to the HBase RDF 
store and/or the temporary OpenRDF repository. 

Figure 7 shows a snippet of RDF-XML generated for the term "plan" (which is classed as an Entity 
according to the data model).  
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3.8 Challenges for Entity Recognition on Social Media 

The analysis of social media content is challenging for text mining systems because of its informal 
use of language and style. Typically it is rich in abbreviations, slang, domain-specific terms and 
spelling and grammatical errors. Standard NLP techniques, which are used to analyse text and 
provide formal representations of surface data, are typically developed to deal with standard 
language, and therefore typically produce lower quality results on these kinds of degraded text. For 
example, shortened or misspelled words, which are very frequent in this kind of informal style, 
increase the variability in the forms for expressing a single concept. One solution to this is the 
normalisation of text before processing, but this is not possible in the case of ARCOMEM because 
we wish to preserve the content in its original form. For example, misspelled entities need to be 
recognised as such, but also to be connected with the correctly spelled versions of the same entity. 
The quality of the text affects not only the actual recognition of entities but also all the linguistic 
processing components such as tokenisers, POS taggers and so on. Degraded performance on 
any of these components may have a negative effect on any other components which rely on 
these. The higher up the chain the error occurs, the worse the knock-on effect will be. Tokenisation 
is not seriously affected by degraded text, but POS tagging may well be, and this can cause many 
problems for the grammars used for named entity and term recognition in particular. It is not 
feasible to retrain a POS tagger on these kinds of texts, because variation and errors are not 
consistent: for example, there are no typical words which are not capitalised correctly, and 
although some misspellings and typos are more common than others, this is not consistent enough 
to be very useful. It has been reported that the performance of the Stanford Named Entity 

 

<rdf:Description rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#Text_9761752c67b3"> 

  <rdf:type rdf:resource="http://www.gate.ac.uk/ns/ontologies/arcomem-data-model.rdf#Text"/> 

  <rdfs:label>greek-opposition-widens-poll-lead-over.html.xml</rdfs:label> 

</rdf:Description> 

<rdf:Description rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#Text_5c0f51c9906b"> 

  <rdf:type rdf:resource="http://www.gate.ac.uk/ns/ontologies/arcomem-data-model.rdf#Text"/> 

  <rdfs:label>germany-owes-greece-debt.html.xml</rdfs:label> 

</rdf:Description> 

<rdf:Description rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#plan"> 

  <rdfs:label>plan</rdfs:label> 

</rdf:Description> 

<rdf:Description rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#plan"> 

<arco:subType 

rdf:datatype="http://www.w3.org/2001/XMLSchema#string">SingleWord</arco:subType> 

<arco:kyotoScore 

rdf:datatype="http://www.w3.org/2001/XMLSchema#double">63.50847996019979</arco:kyotoScore> 

<arco:hasLanguage 

rdf:datatype="http://www.w3.org/2001/XMLSchema#string">eng</arco:hasLanguage> 

</rdf:Description> 

 

<arco:Term rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#plan"> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Tet_9761752c67b3"/> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Text_5c0f51c9906b"/> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Text_4dc8d8b7e996"/> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Text_fe7ba511a5b8"/> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Text_52ee108ee5fd"/> 

<arco:isRealizedBy 

rdf:resource="http://www.gate.ac.uk/ns/arcomem/707169df#Text_78194f61a4ab"/> 

</arco:Term> 

 

<rdf:Description rdf:about="http://www.gate.ac.uk/ns/arcomem/707169df#plan"> 

<arco:frequency rdf:datatype="http://www.w3.org/2001/XMLSchema#int">181</arco:frequency> 
</rdf:Description> 

Figure 7. RDF-XML snippet generated for the term plan 
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Recognition tool drops from 90.8% F-measure to 45.88% when applied to a corpus of tweets[11].  
[21]also demonstrate some of the difficulties in applying traditional POS tagging, chunking and 
Named Entity Recognition techniques to tweets, proposing a solution based on LabeledLDA[20]. 
We are currently investigating ways to minimise the effect of degraded texts on performance. 
Previously we have experimented with some techniques and back-off strategies for working with 
emails and with the output of Automatic Speech Recognition (ASR) and OCR [12][13]. These 
involve using case-insensitive versions of the POS tagger, different variants of the gazetteer which 
enable a more flexible matching style (e.g. based on Levenshtein edit distance[10]) and so on. We 
also use quite shallow techniques for the entity recognition process, and do not use full parsing 
precisely because it is both very slow and very inaccurate on these kinds of texts. Note that 
because the work on opinion mining in WP4 also makes use of not only the entities and events 
detected, but also the linguistic pre-processing, degraded performance in this task also has a 
negative effect on the opinion detection tasks, and work in other WPs such as topic detection. 

3.9 Future work on entity recognition 

In addition to the issues raised above, further work on entity recognition will consist of fine-tuning 
the results based on the planned evaluations, and potentially adding some new subtypes of named 
entity as required. The continuing work on entity enrichment and on dynamics will also require 
improvements to the recognition, for example in the form of better relative date recognition. 
Furthermore, the opinion mining tasks in WP4 may also have implications for the improved 
recognition of entities, especially on the more degraded forms of text such as tweets, where correct 
capitalisation is not always present and where ambiguity is more common. 
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4. Event extraction from text  

4.1 Introduction 

Along with entities, event recognition is one of the major tasks within Information Extraction, and 
has been successfully applied in research areas such as ontology generation, bioinformatics, news 
aggregation, business intelligence and text classification. Recognising events in these fields is 
generally carried out by means of pre-defined sets of relations, possibly structured into an 
ontology, which makes such tasks domain-dependent, but feasible. In ARCOMEM detected events 
are used along with entities for a variety of tasks such as topic detection, clustering, dynamics and 
opinion mining. 

The event detection component consists of a combination of two approaches. The top-down 
approach involves a form of template filling, by selecting a number of known events in advance, 
and then identifying relevant verbs and their subjects and objects to match the slots. For example, 
a "performance" event might consist of a band name, a verb denoting some kind of "performing" 
verb, and optionally a date and location. This kind of approach tends to produce high precision but 
relatively low recall. We therefore supplement this with a bottom-up approach which consists of 
identifying verbal relations in the text, and classifying them into semantic categories, from which 
new events can be suggested. This kind of approach produces higher recall, but precision can be 
low due to attachment ambiguities if full parsing is not used. We tend to avoid full parsing because, 
in addition to being slow, it is often highly inaccurate on social media where sentences are not 
grammatically correct. 

Development of new event recognition components for GATE, using new linguistic techniques and 
resources, and (later) experiments with ML – in particular, event recognition for social media is a 
new direction of research to be investigated further in ARCOMEM. 

4.2 Event extraction in GATE 

The event extraction method we adopt involves the recognition of entities and the relations 
between them in order to find domain-specific events and situations. In a (semi-)closed domain, 
this approach is preferable to an open IE-based approach which holds no preconceptions about 
the kinds of entities and relations possible.  Building on the work of [16], we combine a number of 
different techniques, using two parallel strategies for event detection. The top-down approach, 
similar to a template-based IE approach as used in the Message Understanding Conferences [9], 
consists of identifying a number of important events, based on analysis of the user needs and 
manual inspection of the corpora. Here, the slots are known in advance and the values are entities 
extracted from the text. In our Rock am Ring use case,  the following example depicts a band 
performance event: 

 

Band:Coldplay  Relation: performed  Date: 3 June 2011 

The technique consists of pre-defining a set of templates for the various relations, and then using a 
rule-based approach to identify the relevant slot values. First, we perform linguistic pre-processing 
(tokenisation, sentence splitting, POS  tagging, morphological analysis, and verb and noun phrase 
chunking), followed by entity extraction. The third stage involves a semantic approach to finding 
the verbal expressions which represent the relations. We automatically create sets of verbs 
representing each relation, using information from WordNet and VerbNet to group verbs into 
semantic categories: for example, the relation ”perform“ might be represented by any 
morphosyntactic variant of the verbs "perform“, ”play“, ”sing“, ”appear“ etc. We then develop hand-
crafted rules to match sentences containing the relevant entities and verbs: for example, a rule to 
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match the „performance“ event described above should contain an entity representing a band 
name as the subject of a „perform“ verb, and optionally a date and/or time within the sentence. The 
approach builds on work carried out in [16] which extracted relations between concepts and 
instances in a chemical ontology, and work in the NeOn project [18] which extracted relations 
between different ontologies in the fisheries domain by means of relations between the concepts 
found in text. 

This kind of rule-based approach tends to be very accurate, achieving relatively high levels of 
precision (depending on how specific the rules are), but can suffer from low recall. On the other 
hand, a bottom-up technique involving open-domain IE can find previously unknown events and 
does not limit us to a fixed set of relations. This can be vital for discovering new information. By 
combining the high precision of the top-down method with the high recall of the bottom-up method, 
we can get the best of both worlds if done correctly.  

The bottom-up approach we adopt is rather different from the machine learning approach adopted 
by e.g.[3], in that we still specify hand-coded rules. However, these rules are flexible and under-
specified, making use of linguistic structure and semantic relations from WordNet [19] rather than 
pre-specifying exact relations. We use the Noun Phrase and Verb Phrase chunker from GATE to 
identify certain linguistic patterns contextualising verb phrases, and then cluster these verbs into 
semantically related categories to find new relations. The participants in the relations can also be 
semantically clustered around similar relation types, such that an iterative development cycle can 
be produced. We also combine rules for ontology learning developed in SPRAT [17] which can be 
used to find patterns denoting relations between entities, such as hyponyms and properties. 
Preliminary experiments with news texts in English have found relations such as the following: 

 

Mr Woerfel        represented     Daimler Benz-Aerospace 

Gen Musharraf      reshuffled      two pro-Taliban generals 

Gen Musharraf      appointed      Lt Gen Mohammed Yousuf 

Mr Daoudi         was arrested   in Leicester 

 

We do not only restrict ourselves to verbal relations, but also look for nominalisations. For 
example, “the arrest of Mr Daoudi in Leicester” is semantically equivalent to “Mr Daoudi was 
arrested in Leicester”. 

GATE application 

The GATE application we have developed for event recognition is similar in structure to the one for 
entity recognition, and is designed to be run after the entity recognition application has first been 
run on the corpus. It therefore does not need to have components such as document and linguistic 
pre-processing as these have already been run. It consists of the following PRs: 

1. Event Gazetteer: this matches against some manually compiled lists of event-related words and 
terms, e.g. "financial crisis", "downturn", "strike" etc. This gives us some initial starting points on 
which the rules build. 

2. Date Normaliser: attempts to determine the date of the document using a combination of 
strategies, and then normalise all partial dates against this date. For each date instance in the 
document, it attempts to determine the fully specified date to which it refers, using an open-
source date parser10. 

3. Verb Phrase Chunker: annotates base verb phrases (VPs) in the documents 
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 http://greenwoodma.servehttp.com/hudson/job/Date\%20Parser/ 
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4. Event Recognition Grammar: this is a set of hand-crafted JAPE grammars which makes use of 
the above information, combined with the entity information from the previous application, to 
identify potential events. Additionally, any Date, Organisation or Location information contained 
within the span of the event in the text is added as features of the Event annotation: for 
example, if the event occurred in Athens in June 2010 then the normalised date is added as the 
value of a Date feature, and "Athens" is added as the value of a Location feature. This 
information is then represented in the RDF that is generated by a later module. 

5. RDF Generation Module: similar to the RDF generation for the entity recognition application, 
this generates the relevant RDF for the events according to the data model. 

Note that both top-down and bottom-up approaches use the same application, but simply make 
use of a different set of recognition grammars. Figure 8 shows a sample English text annotated 
with events in the GATE GUI, while Figure 9 shows a sample snippet of RDF-XML generated for 
an event. 

 

 

 

 

Figure 8. Annotation of English events in GATE GUI 
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Challenges for event detection on social media 

As described in Section 3, the low quality of the texts typically found in social media has an 
important impact on the text mining, and this applies as much to event recognition as to entity 
recognition. Furthermore, because entities are used as one of the key components for event 
finding, degraded entity recognition performance may also negatively affect event recognition 
performance. On the other hand, in some cases the short sentence structure typically associated 
with tweets may be beneficial for event recognition because the key components (who did what to 
whom) are more exposed in sentences where only critical information is conveyed. Related work 
on opinion mining from tweets [14] has proved that shallow linguistic techniques are, however, 
promising for extracting knowledge from this kind of noisy data, using backoff strategies and fuzzy 
matching where necessary. 

 

Future work 

The work on event detection is still very much in progress, and it is clear that there are many 
difficult issues to solve. Shallow analysis is clearly not sufficient to correctly detect the subjects and 
objects of verbal phrases, so deeper linguistic techniques will be required. The bottom-up 
approach, in particular, requires a lot more work, and more entity types need to be defined and 
recognised for the top-down approach. We have also not yet begun work on event detection in 
German, which will be commenced during the second half of the project, using the same 
techniques as for English and making use of the German entities detected by our tools.  

 

Figure 9. RDF-XML of event 

<arco:Event rdf:about="http://www.gate.ac.uk/ns/arcomem/instances#id_3ad9593a8cd4"> 

<arco:hasType>Economic</arco:hasType> 

<arco:hasTime>20111102</arco:hasTime> 

<arco:hasRole rdf:resource="http://www.gate.ac.uk/ns/arcomem/instances#2b6cd7197d46" /> 

<skos:prefLabel>debt crisis</skos:prefLabel> 

<rdfs:label>debt crisis</rdfs:label> 

<arco:isRealizedBy rdf:resource="http://www.gate.ac.uk/ns/arcomem/instances#b1ee25b7597b" /> 

</arco:Event> 

<arco:Role rdf:about="http://www.gate.ac.uk/ns/arcomem/instances#2b6cd7197d46"> 

<arco:classifies rdf:resource="http://www.gate.ac.uk/ns/arcomem/instances#Greece__989771c4380f" 

/> 

</arco:Role> 

<arco:Location rdf:about="http://www.gate.ac.uk/ns/arcomem/instances#Greece__989771c4380f"> 

<rdfs:label>Greece</rdfs:label> 

<arco:isRealizedBy rdf:resource="http://www.gate.ac.uk/ns/arcomem/instances#b1ee25b7597b" /> 

</arco:Location> 

<arco:Text rdf:about="http://www.gate.ac.uk/ns/arcomem/instances#b1ee25b7597b"> 

<rdfs:label>http://example.com/small-greek-xml/banks-are-greeces-achilles-

heel.html</rdfs:label> 

<arco:startOffset>9920</arco:startOffset> 

<arco:endOffset>9931</arco:endOffset> 

<arco:docLength>55085</arco:docLength> 

</arco:Text> 
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5. Entity extraction from images & video  

The extraction of entities from images and video is a challenging task. Typically the extraction 
process works by breaking down the content of the image or video into features which can then be 
analysed more easily than by considering the raw pixels themselves. There are numerous 
approaches to analysing the extracted features, but two popular ones are: (a) the use of pattern 
matching techniques to determine how close the media (or a sub-part of the media) is to a 
predefined pattern representing a certain entity; or (b), using a statistical classifier to learn the 
space of features that belong to a certain type of entity. 

Within the ARCOMEM project we have been investigating both pattern-matching approaches and 
statistical classification techniques. In addition, we have also investigated new techniques and 
modifications to existing techniques to allow richer feature-level descriptions of the media content. 
ARCOMEM brings a number of specific challenges; in particular, the data crawled by the crawler is 
varied in content, and there is also lots of it. Dealing with this data requires us to consider 
scalability in two different ways. Firstly, we need to consider the scalability of the tools for 
processing the data as part of the offline analysis phase and ensure that our tools and techniques 
can work effectively within the distributed processing framework developed for the project. 
Secondly, to deal with the variable content we have to train our pattern-matching and classification 
techniques with very large external datasets. In some cases, the training data itself might be many 
times larger than the crawled data we are analyzing. In the following sections we describe a 
number of facets of our research in these areas. 

5.1 Low-level media analysis 

The key to being able to effectively detect and extract useful entity information from images and 
video is the ability to process the raw media and distill-out good feature representations. Good 
features need to balance their generalisation ability with their discriminability; too much 
generalisation means that everything looks the same, whilst too much discrimination means that 
nothing looks alike. Whilst there are some very powerful features that have been developed over 
the years, there is still room for improvement. The need for better features also becomes more 
evident with larger dataset sises, as the increased variability in larger datasets tends to hinder 
feature discriminability. Once features have been extracted, they often need to be indexed 
efficiently. Again, with larger datasets this becomes even more critical. Over the first 18 months of 
the ARCOMEM project we have been working on addressing three distinct areas in the low-level 
analysis of media: improved feature representations, scalability, and efficient feature indexing. The 
technologies developed in these areas form the base of the multimedia extraction and enrichment 
components, specifically in the Video Processing and Image Processing boxes of the processing 
chain illustrated in Figure 2. 

5.1.1 Advanced local features 

One of the biggest advancements in the computer vision and multimedia analysis fields over the 
last ten or so years has been the adoption of bag-of-visual-words (BoVW) representations based 
on the quantised descriptions of local descriptors. The bag of visual words paradigm allows image 
content to be treated in much the same way as with textual documents; for image retrieval, this 
allows the affordance of the use of optimised text-retrieval structures, such as the inverted index.  

SIFT descriptors [31] are an effective method for describing the content of image patches extracted 
from a larger image. Sivic and Zisserman [39] originally demonstrated how SIFT descriptors could 
be quantised into visual words and efficiently indexed with an inverted index structure. In their 
approach the k-means clustering algorithm was used to find clusters of SIFT descriptors. The 
centroids of these clusters then became the visual words representing the chosen vocabulary. 



D3.2 Extraction and Enrichment Page 31 of 67 

2012 © Copyright lies with the respective authors and their institutions. 

 

Features were then vector quantised by assigning them to the closest cluster. This basic technique 
for indexing images is still widely used; the biggest difference is that much larger vocabularies are 
now used (around 12000 terms in the original work to 1 million or more terms in more recent 
research). Other variations include, for instance, different choices of local feature detectors and 
local features themselves.  

Recently, Morel and Yu [34] proposed a technique that uses the idea of "affine simulation" to 
improve the robustness of image feature matching when there is a large approximately affine 
transformation between the query and target images. This technique, dubbed ASIFT, matches raw 
un-quantised SIFT features (the actual features and matching technique are identical to those 
proposed by Lowe in his seminal SIFT paper [31]) extracted using a difference-of-Gaussian 
interest point detector (again, the same technique proposed by Lowe). The core idea of this work 
was that the original SIFT technique proposed by Lowe (specifically the difference-of-Gaussian 
interest point localisation) is scale-invariant because it operates over a number of simulated scales 
(i.e. the input image is artificially blurred to simulate the effect of the camera moving further away 
from the scene). The ASIFT algorithm augments the scale simulations with a number of affine 
simulations in order to provide better affine invariance when matching features. 

Within the ARCOMEM project we have been investigating how visual-term features based on 
ASIFT features perform when used in object recognition tasks. We have also experimented with a 
modification to Lowe's original difference-of-Gaussian SIFT algorithm [31] that reduces 
computational time (at least a 2x speedup) at the expense of the number of detected features 
(around 1/4 of the features). The results of these experiments will be published shortly, but our 
findings are that the use of ASIFT visual terms can help improve recognition and matching if there 
is the potential for large viewpoint shifts between the model and target images, however this 
comes at a cost with respect to the number of features that must be extracted and indexed (ASIFT 
finds >8x as many features than SIFT). With respect to the modification to the SIFT algorithm, 
somewhat surprisingly we found that the modification actually provides improved recognition rates. 
These results have been verified on two standard datasets, UKBench11 and SMVS12, using the 
experimental protocol defined by each respective dataset. 

5.1.2 Scalability 

Image and video analysis tends to be very computationally expensive. Historically, research was 
carried out on relatively small datasets, however that is now slowly changing. A problem of larger 
media datasets is the physical amount of storage space they require, and indeed also the amount 
of space required for storing the extracted features.  

Within ARCOMEM, we have been addressing the problems of scalable image analysis by using a 
hybrid MapReduce framework based on the Apache Hadoop software framework. The software 
tools we have developed for the processing tasks described in Section 5.1.2.2 have been released 
as open-source under the OpenIMAJ project [29]. As mentioned previously, we need to be able to 
achieve both scalability in the processing of ARCOMEM crawled resources, and in the analysis of 
external data for the training of techniques which can be applied to the ARCOMEM data. The 
techniques for achieving scalability described here are applicable to both cases, but were designed 
with respect to the analysis of large external training datasets. 

Hybrid MapReduce 
The MapReduce framework [41] defines a model for distributed computation over large volumes of 
data. One of the key ideas of the framework is that data is stored on a distributed filesystem across 
all the nodes. This allows data transfer to be minimised by pushing the computation to where the 
data is stored, rather than pulling data across the network from the storage to the compute node. It 
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 http://vis.uky.edu/~stewe/ukbench/ 
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is assumed that the data is in the form of records which are stored as key-value pairs. The keys 
and values could be anything from chunks of text to binary data such as images.  

The original MapReduce computational model defined two operations, Map and Reduce which 
would be applied to the data. The Map operation processes individual records (key-value pairs) 
and for each record would output a list of key-value pairs representing the results of the processing 
of the individual record. Because the Map operation only operates on individual records it can be 
run on the compute node that stores the specific record on its local disk, thus negating the need to 
copy the data over the network. The Reduce operation takes lists of values belonging to a key 
output from the Map operations and produces its own list of key-value pairs. 

When the MapReduce framework was first described in 2004, it was applied to clusters of 
commodity dual-processor x86 (2Ghz Xeon with hyperthreading) machines with 4GB of RAM per 
machine and two 160GB hard drives. Commodity server machines today look a little different. 
Firstly, processors at an equivalent price-point have gained more cores, and it is now common to 
have configurations with multiple multi-core processors (for example dual quad core Xeon's with 
hyperthreading). Secondly, the price of disk-based storage has dramatically dropped, and drives of 
sises around 2TB are inexpensive. This means that cluster nodes can potentially store much more 
data. Thirdly, the cost of RAM is still relatively expensive, and so a modern commodity machine at 
a similar price-point still has around the same ratio of RAM per processor core. These changes in 
machine specification can have some implications on how MapReduce is practically used on 
modern hardware, especially when it comes to memory-intensive tasks that might not have 
originally been possible. 

The following list illustrates some of the different ways in which we have hybridised the 
MapReduce model for different types of processing requirements: 

1. Map without Reduce. In tasks like feature extraction or image processing we only need to 
apply an operation to each individual record and store the result. The processing does not need 
to be aware of any of the other input records, or the results of the Map operation. 

2. Chained Map and Reduce operations. Certain kinds of algorithms and processing do not 
naturally fit into just one single set of Map and Reduce operations. Instead, certain classes of 
algorithm might be better expressed by chaining sets of Map, Reduce or Map-Reduce 
operations. 

3. Shared memory across Map operations. Some kinds of processing require loading a very 
large supplementary data object into memory which is used as extra information during a Map 
operation. Loading this large object once for each Map operation is impractical because of the 
time it would take to load. In addition, because a single machine with multiple processors can 
run multiple Map operations in parallel, the total amount of RAM on the machine might not be 
sufficient for all the parallel Map operations to hold the supplementary one at the same time. In 
order to work around these issues, frameworks like Hadoop allow the number of separate 
processes to be reduced, and allow for supplementary information to be loaded once by each 
process before a set of Map operations are carried out by the process. 

4. Multithreaded Mappers. When dealing with large supplementary data as described above, the 
only option might be to reduce the number of processes loading the data so that memory limits 
are not exceeded. Unfortunately this would mean that the node wasn't being used to its full 
capability as there would be idle CPUs. A solution to this is to allow each process to use 
multiple threads and process multiple records concurrently within the process. The Hadoop 
framework offers a class called a MultithreadedMapper that allows this. However, in practical 
implementation terms there is a tradeoff in throughput between the use of fewer processes and 
more threads, as the Map operations in MultithreadedMappers have to synchronise I/O across 
threads. Our experiments with shared memory multithreaded mappers using the Hadoop 
framework on machines with 16 cores, 12Gb of RAM and 1Gb of supplementary data found that 
the optimal setup was to have two processes running using 8 threads each (with each process 
loading the supplementary data once).Having 16 single threaded processes was not possible as 
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there wasn't enough RAM, and one process with 16 threads was slower due to the amount of 
waiting required for threads to synchronise.  

5. Delayed Emit. Sometimes operations (Map or Reduce) might need to batch together the output 
of several calls before returning the output. Often this is done for efficiency as the amount of 
data being outputted can be reduced. As an extreme example, during indexing where each 
mapper sees a subset of all documents/records, instead of emitting individual postings for each 
term in each document, the postings can be aggregated into postings lists across Map 
operations by the mapper. The postings lists can then be emitted to the reducer either when 
memory is getting low, or when the Mapper has finished processing its allocated document set.  

6. Out-of-framework data output. In a pure MapReduce system the only data that can be 
outputted comes directly from the outputs of the Map and Reduce operations. In frameworks 
such as Hadoop, this isn't enforced. The Hadoop framework makes it possible to construct extra 
data files from inside Mappers and Reducers. We use this functionality in the construction of 
efficient feature indexes by having each Mapper (which runs a Map operation over a subset of 
records) write the document index for the subset of disk, whilst the postings lists are emitted 
through the normal output (although they are delayed). 

Applying Hybrid MapReduce to a standard image analysis pipeline. 
For both statistical classification and pattern matching approaches to multimedia entity extraction, 
a common approach is to use a bag-of-visual-words (BoVW) feature model as described in Section 
4.1.1. Typically, with statistical classification, the number of visual terms used is relatively small - 
usually less than 10,000. With pattern matching, the number is usually much higher, in the order of 
1,000,000 discrete terms. The reason for the difference is most likely due to the difficulty in training 
classifiers with such high dimensional features. For pattern matching, the sparsity of the feature 
space makes it ideal for applying techniques such as inverted indexing in order to make the 
performance tractable. 

Building BoVW features for large image corpora is a challenging computational task, but one that 
we have been able to successfully map to a hybrid MapReduce model. The following list outlines 
the steps involved in building BoVW features using hybrid MapReduce: 

1. Local Feature Extraction. Firstly, features need to be extracted from all the images in the 
corpus. This can be expressed as a Map-only task as there is a one-to-one mapping 
between the image and its extracted features. Feature extraction tends not to be 
particularly memory intensive unless the images are very large. The time taken per image 
is a function of image sise, image content and the specific feature extraction technique, but 
for a common technique like difference-of-Gaussian SIFT with 640x480 images would take 
around 0.5 seconds.  

2. Feature clustering. In order to construct visual terms, a sample of features needs to be 
extracted and clustered (typically using a k-means variant [35][36]).  

a. Random sampling is required to select a sample set of features to work with and also 
select the initial starting centroids. As the total number of features is not known (there 
is a variable number per image), the easiest way of selecting a random sample is to 
use a Map operation on each of the records produced by the local feature extraction 
task and emit every single feature with a random number as the key. With a single 
reducer, the first k features received can be selected as a representative random 
sample. The problem with this approach is that the mappers will emit all the features, 
causing massive amounts of data to be generated and transferred. Our solution is to 
delay the emit of the mapper until it has completed. We construct a priority queue of a 
fixed sise of k and offer each feature, with its random key as the priority, to the queue 
during the Map operation. Once the mapper has processed all its records, the 
features in the priority queue are emitted. The reducer then only receives k features 
from each mapper, significantly reducing the amount of data transferred. If the 
number of mappers can be known in advance, the sise of the priority queue could be 
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reduced to ceil(k/n), where n is the total number of mappers (and if k/n is an integer 
the reducer is not required). If k is large, a reduced number of mapper processes with 
multithreaded mappers might be required due to memory needed for the priority 
queues. 

b. K-Means clustering can be performed by an initial random centroid selection as 
described above, followed by repeated chained pairs of Map and Reduce operations 
which represent the iterations of the k-means algorithm. Specifically, the Map 
operations are applied over all the features in the sample, and for each feature the 
identifier of the closest centroid is emitted as the key, with the feature as the value. 
The reducer simply averages all the feature vectors for a given key (centroid 
identifier) in order to produce an updated centroid vector. The entire scheme can 
easily be adapted to variations of the k-means algorithm; in particular we tend to use 
it with an approximate k-means approach [36]. As with the random sampling, the 
amount of memory required to hold the centroids in each mapper (and the associated 
ensemble of kd-trees if we are using approximate k-means) can mean that there is a 
limit on the number of processes that can be run, and thus a multithreaded mapper 
must be used (and obviously the centroids [and kd-trees] are shared across all Map 
operations within a single mapper). 

3. Feature quantisation. The final stage in generating the BoVW feature representation is to 
assign every feature to a visual word. This is exactly the same process as the Map 
operation in the k-means process described above. Again, shared memory is required for 
the Map operations in a mapper, and threading must be used to reduce memory 
consumption without affecting CPU utilisation and throughput. 

5.1.3 Indexing: ImageTerrier 

ImageTerrier [29][30] is an open-source software platform for researchers and developers to 
explore content-based image search. The ImageTerrier platform incorporates a highly efficient 
state-of-the-art single-pass indexing engine that is capable of building highly compressed indexes 
of image content. ImageTerrier development started under the LivingKnowledge FP7 project13 and 
the LiveMemories project14, and is now continued under ARCOMEM. 

Fundamentally, ImageTerrier is a system for efficiently constructing compressed inverted indexes 
of visual terms. The basic functionality of ImageTerrier is completely analogous to a text-indexing 
system using an inverted index for fast retrieval with a vector-space model.  

For image search, the positions or layout of the visual terms within an image is often important 
when searching for similar images. The ImageTerrier inverted index is augmented so that each 
posting (the record of a term being present in a document) also contains information of where in 
the image the visual term came from. This position information can be exploited at retrieval time so 
as to weight documents with similar arrangements of visual terms higher in the result set. 
Constraints can even be added to guarantee that the query image is either exactly the same as a 
retrieved image, or a sub- or super- image of it. 

To achieve scalability, ImageTerrier indexes can be built using a Hadoop cluster. Internally this 
uses a hybrid MapReduce per-posting list indexing strategy [32]. This allows all of the image 
processing and indexing operations to be spread across many machines. Using our small 48-core 
development cluster, we have built indexes with over 11 million images. 

ImageTerrier is used with ARCOMEM to perform a number of tasks, including place detection 
(described in Section 5.2.2 Places), reuse analysis (described in D4.2) and duplicate detection (in 
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WP2). We also plan to investigate its utility in the detection of organisational entities through the 
matching of corporate logos. 

5.2 Entity detection 

By building on top of the low-level techniques described in Section 5.1 we have also begun to 
develop techniques for actually detecting usable entities from media (corresponding to the "Picture 
Analysis" box in Figure 2). In particular, we have been investigating the extraction of People and 
Places.  

5.2.1 People 

Face detection has been integrated into the ARCOMEM system using the OpenIMAJ 
implementations of the Haar-cascade based face detector [40] and a colour face detector [38]. 
Currently, these only provide detection of faces, and not recognition. We have also spent some 
time developing a complete facial recognition pipeline in OpenIMAJ, consisting of face detection, 
alignment, feature extraction and recognition stages. A number of state-of-the-art components 
have been implemented for each of the stages, but more work is still required, especially with 
respect to the alignment stage. Unconstrained face recognition is still impractical unless we have a 
good idea of the people we are looking for, and have large sets of training images for these people. 
However, over the remainder of the project we aim to develop tools that will integrate with the 
ARCOMEM text analysis modules to identify likely people in the images and then use the 
recognition tools to perform verification. In addition to linking faces depicted in images with the 
surrounding mentions, these tools could potentially be used to aid cross-media entity 
disambiguation. Descriptions of some experiments on the ARCOMEM financial crisis dataset are 
described in Section 9.2 Image and video analysis  

5.2.2 Places 

Using ImageTerrier, we have been developing a system that is able to estimate the geographical 
location of an image by matching the image against a large corpus of geo-referenced image data 
obtained from Flickr [30]. Currently we have demonstrated a working system within relatively small 
geographic areas, but we are now working on building a bigger dataset that covers the entire world 
(with over 60 million images). 

The process of automatically tagging a query image with geographic location works by firstly 
identifying a set of previously tagged images that are similar to the query image. As each individual 
image's geographic location may contain some inaccuracy, it is important that a large set of 
visually accurate results is  returned whose geo-locations can be geographically clustered in order 
to most accurately estimate the possible location of the query. ImageTerrier provides the ideal 
platform upon which to build a large-scale geo-location application. SIFT features were extracted 
from each of these images and the features were quantised into visual terms using a vocabulary 
containing one million terms. Using ImageTerrier, an index was constructed with visual term 
position information. Using this index, visually similar geotagged images to a query can be quickly 
returned. The top result images are then clustered using their geo-location, and a centroid of the 
largest cluster is used as an estimate for the geo-location of the query. Including the extraction, 
quantisation and search, a query image can be geo-located in less than 1.5 seconds (on a single 
machine).  

The prototype system can also propose tags based on the set of shared tags of the top matching 
images. In particular, we semantically enrich a query image with URIs of entities represented within 
the image. We use the raw tags and geo-location information associated with visually similar 
images, and evaluate the raw tags lexically against semantic entities using T-YAGO, by selecting 
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the tags which are related to geographic entities validated using DBPedia and Geonames. Next, 
we cluster the URIs on their geographical location and select the cluster with the highest number of 
entities. We recommend tagging the query image with the URIs from the cluster with the highest 
number of entities because they are most likely to be relevant to the image. This aspect of the 
research is also relevant to the image related work in Task 2.3 on Social Media Mining. 

5.3 Future plans 

In addition to the planned improvements to face recognition and place detection described in 
Section 5.2, we are also planning a number of other research activities over the remainder of the 
project. These are described below. 

5.3.1 Training corpus generation for statistical entity & event classifiers 

Gathering training corpuses for classifiers and other retrieval tasks is a time consuming and 
laborious task. It is clear that in a general crawling scenario we are not going to have visual training 
corpora for every possible entity that we encounter. Therefore we plan to research into ways to 
attain automatic, or at worst semi-automatic, means for creating training corpora.  To begin with we 
will utilise links made to entities within community-built ontologies such as DBpedia and Freebase. 
These may be able to provide one or two images for some entities which we can use to match 
against to build larger training sets which will inevitably require pruning to increase its precision. 
 We may also be able to extend this to gathering example images from search engines (e.g. 
Google, Bing or Flickr APIs), utilising their text collocation algorithms to find suitable images, 
filtering the results using our matching technologies and then further pruning in a semi-interactive 
way. 

5.3.2 Image-entity driven crawling 

Visual entities could potentially be used to directly influence the crawl process. For example, if a 
crawl was specified to look at topics surrounding the Olympic games, then the crawl specification 
could contain images of the Olympic rings logo, and our visual analytics tools could be used to 
detect the presence of this logo in images. Pages with embedded images with the logo and the 
outlinks of these pages could then be given higher priority by the crawler.  

5.3.3 Image-entity co-reference resolution; use in multilingual corpora 

Image content is inevitably reused across different documents; often the image will have been 
scaled or cropped as it is used in different documents. ImageTerrier can be used to detect this kind 
of reuse, thus providing coreference resolution of the images and the entities they depict. This has 
many practical uses; for example, it could be used to link documents in different languages as 
being related, even though we may not have NLP tools for the languages in question. In turn this 
coreference information could be used to help guide the crawler to new relevant content. 
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6. Temporal Aspects and dynamics detection  

While ARCOMEM is a project in the field of Web archiving, entity and event extraction has to 
consider temporal aspects of Web content and the extracted knowledge. Besides the high 
dependence of semantics of extracted entities on the time the original Web object has been 
published and/or crawled, this includes in particular the dynamic aspects of language (“language 
evolution”) and the dynamics aspects in social networks (“network evolution”). 

6.1 Dynamics in Web Language 

Directions  

The introduction of new technology changes the way we express ourselves [42], [31]. Today 
everyone can publish content, discuss, comment, rate, and re-use content from anywhere with 
minimal effort. The constant availability of computers and mobile devices allows communicating 
with little effort, few restrictions, and increasing frequency. As there are no requirements for formal 
or correct language, authors can change their language use dynamically. People are good at 
adapting their language to means of communication such as mobile text messaging, email, web 
chat, or instant messaging.  The language use in this type of communication is creative and well 
suited to the means of communication and makes use of unconventional or spoken like spelling. 
Because there are few or no required conventions, words can be introduced in written text which 
might otherwise have been reserved for use only in conversations between friends. 

Because spoken language is more dynamic, more new and short lived terms are introduced also in 
written format. Local as well as global language trends can spread via forums on the Web to a 
larger audience.  This shortened gap between written “Web Language“ and spoken language 
coupled with the inherent dynamics of spoken language leads to the introduction of new terms and 
high dynamics also in written language. Local trends can more easily become global and spread 
via forums on the Web to a larger audience.  Many short lived terms appear as well as disappear 
with technical inventions or variations. Some terms, like podcast or blog found their way into the 
established media. Other terms, like monkeyfiasco, smart mob, or cinemasochist are unlikely to be 
introduced in a printed newspaper but are terms used in Web logs (blogs).   

For a short time, these terms become a part of our culture, if not globally then at least locally. To 
fully understand our culture we need to understand also these ephemeral terms that will never be 
included in a dictionary. Unless they are archived, these short lived terms will soon be forgotten 
taking with them a part of our culture.  

With the increasing efforts in documenting and preserving the public view on certain events and 
topics like the Financial Crisis or the Olympic Games, there is also an increasing need to make use 
of this content. To turn user generated content into valuable information requires a better 
“understanding” of the content. Simple queries on the content will often not lead to the expected 
results if the user is not a specialist in the topic and aware of all language changes.  

Knowing about the change rate of modern language we can better target algorithms towards 
capturing these changes and helping to answer information needs in longer spanning archives but 
also to normalise mentioning of the same name in different formats across different archives or 
crawl campaigns.  

Current status 

Thus far we have conducted a study to measure the dynamic nature of Web language to gain 
insights in change rated and areas that need to be targeted.  

Overall our experiments showed that Web language is more dynamic than traditional written 
language like that of newspapers. We worked under the hypothesis that (1) the amount of unique 
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terms in the dataset reflects the language use of the dataset and that (2) there is a larger overlap 
between common dictionaries and traditional written texts than between common dictionaries and 
user generated content. We also expected that (3) there is a high overlap between yearly 
collections of nouns and noun phrases used in traditional written texts. This would indicate that 
most terms are reused and only a small amount is being replaced over time. The final part of our 
hypothesis was that (4) in traditional written texts only few terms have a large change in popularity 
and hence frequency between different years and thus are temporally stable. 

We made use of four different data sets, the New York Times Annotated Corpus (NYTimes), The 
Times Archive of London, the British National Corpus (BNC) and the TREC-BLOG datasets from 
2006 and 2008.  We split the BNC into a spoken part (transcribed speech) and a written part 
(novels, journals and daily papers) and compared the relationship between these two datasets to 
that of the news corpora on the one hand and the Blog data sets on the other.  

Our experiments showed that language from user generated content like transcribed conversations 
and speeches as well as blog content behaves more dynamically than language used in 
traditionally written texts such as news papers and books. Every year more terms appear and 
disappear from the language of user generated content compared to written texts. Also more terms 
radically increase or decrease their frequency between consecutive years. 

The above described relationships can be seen between the written and spoken parts of the British 
National Corpus. In this work, due to the high quality of the British National Corpus, we have 
considered this dataset as a ground truth when measuring relations between spoken and written 
texts.  

The same relationship is found between our real life datasets. We used newspaper datasets such 
as the New York Times and the Times Archive as representatives of traditionally written texts and 
the TREC-BLOG dataset as representatives of user generated texts. The relationship between 
written and spoken texts in the British National Corpus is mimicked by the relationship between 
newspaper datasets and user generated text from blogs. 

However, in our experiments we have seen results that we partly attribute to a high amount of 
person names and proper nouns. It remains future work to investigate to what extent these play a 
role and determine their role properly.   

Next steps 

After determining that Web language is much more dynamic than traditionally written texts, we see 
a great need for ‘normalizing’ terms by recognizing all variants of them. In particular we will target 
when terms evolve over time and different representations of the same term are used to refer to 
the same entity. E.g., Cardinal Joseph Ratzinger � Pope Benedict XVI and Leningrad � St. 
Petersburg. This type of temporal reference resolving has been addressed in literature before, in 
particular with regards to Information retrieval. Berberich et al.[43] propose to reformulate a query 
into terms prevalent in the past by comparing the contexts over time captured by co-occurrence 
statistics. The approach requires a recurrent computation which has an effect on efficiency and 
scalability. Kaluarachchi et al.[44][45] discover semantically identical concepts (or named entities) 
using association rule mining. Two entities are semantically related if the associated events occur 
multiple times in a document archive. The approach relies on linguistic properties and events, 
which are also subjected to change over time. Kanhabua et al.[46] extract named entities 
evolutions from anchor texts in Wikipedia however; the approach is limited as it required well 
formed anchor texts which are not typically available in Web archives like they are in e.g., 
Wikipedia.  

Next steps in ARCOMEM are to develop methods that rely on lexical similarities as well as co-
occurrence information by using burst detection algorithms to identify time point where terms are 
likely to evolve. Using frequency analysis true named entity evolutions are detected without the 
need for linked datasets and evaluated on archived data. 
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6.2 Dynamics on topics: Trending Topic Detection Module 

The goal of this module is to detect topics that are popular in a given, recent time frame: we detect 
topics that are trending in the last hour, the last day, the last week and the last month. In this 
context, a ‘topic’ typically refers to an event, or an entity such as a person. 

We take a set of recent documents, and run part of speech (POS) detection and named entity 
recognition on their text content. For a given time period (e.g. the last hour, last day, week, month) 
we count the most frequent terms, where terms can be entities, bigrams and POS-annotated 
unigrams. To find the trending topics, the tf-idf of each term within each time period is used to find 
the most salient terms for that time period. In order to take into account the trendiness in different 
time periods, the tf-idf calculation is modified so that the “tf” of an item is calculated as the 
frequency of the term in that period, minus the average of the frequency of the term over the other 
time periods being considered. This modification means that topics that are popular in all time 
periods will be down-weighted, and not considered especially important for any particular time 
period. In order to avoid repetition of the trending topics among different periods, they are chosen 
only once, from wider to shorter periods (i.e. if a topic is a trending topic for the last month, it 
cannot be considered a trending topic for the last hour, day or week). 

When the trending topic module is scoped on a query, the calculation is restricted to the set of 
documents that match the query, instead of against the whole collection. This method is completely 
unsupervised, meaning that the user does not provide a list of "topics of interest". Trending topics 
arise by comparing their relative frequency between different periods of time  (minutes, hour, day, 
week).  

 

This module can work in the on-line or off-line phases. The current module is implemented in Java, 
using Solr  as the backend to store the annotations (PoS, word forms, Named entities), and their 
timestamp. 

The picture below shows a frontend demo that interactively display the data from this module, 
implemented in PHP, using data from several English New/RSS financial feeds. The interface 
dynamically shows different views of the possible topics (bigrams, nouns, verb, adjective, Named 
Entities). The user can narrow the search to a given query and time span to see the relevance of 
the topics in different time spans (minutes, hours, week, month). 

 

 
Figure 10. Topic dynamics 
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6.3 Dynamics in Online Social Networks 

Directions  

Work in WP3 will address temporal issues and dynamics of online social networks to enable end 
users and also other modules of the ARCOMEM framework to query the evolution and changes of 
discussed topics in online social networks.  

We will focus on identifying relations between terms in tweets (including hashtags) in the online 
social network of Twitter, and providing efficient ways to query the relations for given timespans. A 
timespan can be defined either explicitly or with respect to the temporal extent during which a 
number of terms relate to each other. This approach will enable users to pose queries such as: 

“At which periods were the hashtag #crisis and the hashtag #protest related? What 
are the relevant tweets?” 

The above example query should first identify the timespan during which there is a strong relation 
between the hashtags #crisis and #protest. Next, other hashtags which are strongly related to both 
#crisis and #protest should be identified. Finally, the relevant tweets that contain any of the 
identified hashtags in the relevant timespan should be matched.  

A relation between hashtags is not indicated solely by the co-occurrence of hashtags in tweets. A 
different hashtag may appear frequently with the hashtags provided in the query (implying a kind of 
“join” between hashtags). It is also possible that a hashtag and its variations (e.g. #michaeljackson 
and #michael_jackson) do not co-occur but refer to the same topic. To address the issues outlined 
above, we will introduce an intermediate information model, which will create a network of 
hashtags. The model will associate with each hashtag an interpretation context of relevant 
hashtags. All associations in the model will be timestamped, to record changes in the relationships 
between hashtags. Based on that, questions like the following will be answered: 
 

“What are the hashtags associated with #A at the time instance t?” “How have the 
hashtags associated to #A evolved over time?” 

Moreover, a type of temporal join could be supported: 
 

“Which tweets mention #C during the periods that #A is associated with #B”  

“Which tweets mention #C during the periods that #A has a peak”  

A concrete example could be the following query: 

“Which tweets mention #sprint during the periods that #olympicgames has a peak”. 

A related but different direction we might investigate is the dynamics and evolution of the network 
of users in an online social network. The topology of an online network, such as Twitter, constantly 
changes as new users join the network, and existing users decide to follow or stop following other 
users. If we detect a significant change in the network of users, for example, a sudden increase in 
the number of followers of a user, we would like to be able to identify the terms that are related to 
this change. 

We foresee that our work on the dynamics of online social networks fits in the offline analysis of 
data within the ARCOMEM framework in the following ways. Firstly, the provided functionality can 
be used to automatically expand the scope of the API crawler with relevant terms/hashtags, and 
hence, enable the API crawler to achieve better coverage of a topic. Secondly, an archivist would 
be able to identify important topics as they emerge in a social network such as Twitter. Thirdly, a 
journalist would be able to assess the impact and range of dissemination of reported stories or 
events in Twitter.  

Current status 
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To study the dynamics of online social networks, we focus on Twitter. We collect data through the 
provided streaming API and we build two datasets. The first one consists of tweets written in Greek 
and the second dataset consists of tweets written in English. We create both datasets by tracking a 
set of stopwords in each language. Next, we provide a characterisation of the two datasets and 
define a graph over hashtags and their timestamped associations.  

Dataset characterisation 

 

 

Greek tweets 

We track tweets that contain any of 74 Greek stopwords. The objective is to build a dataset 
covering the majority of tweets written in Greek. Given that the streaming API returns all tweets 
that contain the tracked words, and that the volume of tweets in Greek is not as high as for other 
languages, such as English, this dataset is expected to contain the majority of tweets in Greek. 
Figure 12 shows the daily volume of tweets and the daily volume of tweets that contain at least one 
hashtag, respectively, for the period between 24/3/2012 00:00 and 31/3/2012 23:59. There are 
more than 150,000 tweets collected for each weekday (timestamps are converted to GMT+00 for 
consistency). The volume of collected tweets during weekends falls to approximately 130,000 per 
day.  Figure 11 shows the hourly volume of tweets in the Greek stream. We can observe that there 
are two peaks in the afternoon and in the evening.  

English tweets 

Figure 12. Daily volume of tweets and tweets 
with hashtags in the Greek tweets dataset 

Figure 11. Hourly volume of tweets and tweets 
with hashtags in the Greek dataset 
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We track tweets that contain any of 124 English stopwords. The objective is to build a dataset that 
records worldwide trends from different geographic locations. 
about 180,000 tweets and 30,000 tweets with at least one hashtag per hour for the period between 
25/3/2012 00:00 and 29/3/2012 23:59. We do not obser
before 28/3 due to network issues. The steady rate of collected tweets is due to reaching the limit 
of tweets sent by Twitter's streaming API.

Graph of hashtags 

We define a graph of hashtags and their timestamped associations as follows. The hashtag graph 
G(V,E) is an undirected graph where a node 
weight of node v during timespan 
nodes v and w. We denote the weight of the edge (or the strength of the association in other 
words) during timespan t as we(t) = 

Next, we define the weights of nodes and edges. The weight 
random user chooses to use hashtag 
C(t) where C(v, t) is the number of distinct users posting
timespan t and C(t) is the number of distinct users posting any tweet with at least one hashtag 
during timespan t. 

The weight of an edge ev,w connecting hashtags 
Firstly, we use the probability that a random user uses the hashtags 
C(v, w, t) / C(t) where C(v, w, t) is the number of distinct users posting tweets containing both 
w. We denote this weight definition by EW
local Mutual Information [26], which corresponds to the product of 
information between the set of users that include 
hashtag w in their tweets. We denote the second weight definition by EW
edge weight ew,v(t) as the Log-Likelihood Ratio
tweets and the set of users that include hashtag 
definition by EWLLR. 

Table 1 shows the 5 hashtags with the highest weight 
dataset. For each day, we show the top 5 hashtags and the corresponding weight. We can observe 
that during the first two days, a prominent tag is 
March 25. On 25/3 the tags ellada_exeis_talento 
program shown every Sunday.  

Table 1. Top 5 hashtags per day from 24/3 to 28/3/2012 in the Greek 

24/3/2012 25/3/2012 

Figure 13. Hourly volume of tweets and tweets with hashtags in the English dataset

ARCOMEM Collaborative Project EU

We track tweets that contain any of 124 English stopwords. The objective is to build a dataset that 
records worldwide trends from different geographic locations. Figure 13 shows that we collect 
about 180,000 tweets and 30,000 tweets with at least one hashtag per hour for the period between 
25/3/2012 00:00 and 29/3/2012 23:59. We do not observe any fluctuation, except from a drop 
before 28/3 due to network issues. The steady rate of collected tweets is due to reaching the limit 
of tweets sent by Twitter's streaming API. 
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v wv(t) v wv(t) v wv(t) v wv(t) v wv(t) 

25mgr 0.066
5 

omorfes_lekseis 0.1022 katares 0.1097 apoel 0.0982 pasxa_ellinon 0.0686 

greece 0.036
8 

25mgr 0.0979 juntaads 0.0721 relationship_tips 0.0725 fb 0.0384 

fact 0.035
5 

ellada_exeis_talento 0.0666 anatropi 0.0521 theatrillogical 0.0486 fact 0.0360 

movies182
1 

0.032
0 

parelasi 0.0471 fact 0.0300 askpeja 0.0355 sunshine_girls 0.0278 

ff 0.028
7 

elladaexeistalento 0.0428 not 0.0246 paobc 0.0307 tutorpool 0.0218 

 

Table 2 shows the top 10 hashtags that are most strongly related to the hashtag #f1 (referring to 
Formula 1 championship) on 25/3/2012. We show weights computed using EWPROB, EWLMI, EWLLR, 
respectively. 

Table 2. Top 10 most strongly related hashtags to hashtag #f1 on 25/3/2012 in the Greek stream 

24/3/2012 

v EWPROB v EWLMI v EWLLR 

malaysia 0.0015 malaysia 21.2827 ferrari 30.0994 

ferrari 0.0013 ferrari 13.7932 25mgr 24.4869 

motogp 0.0008 motogp 9.7783 motogp 24.4070 

sepang 0.0005 fastandfurious 7.0942 sepang 15.0918 

pournarakisfacts 0.0005 sepang 6.2833 pournarakis 9.8309 

pournarakis 0.0005 pournarakis 4.8970 alphatv 8.8497 

fastandfurious 0.0005 alphatv 4.5887 pournarakisfacts 8.0356 

alphatv 0.0005 pournarakisfacts 4.3216 surreal 6.3307 

webber 0.0003 webber 3.5471 malaysiangp 6.3307 

teaser 0.0003 teaser 3.5471 gap 4.9045 

 

Figure 14 shows a visualisation of the hashtag graph from the Greek dataset on 25/3/2012. The 
sise of nodes is proportional to their weight and the width of the edges is proportional to the Log-
Likelihood Ratio between the nodes they connect. We show only the hashtags that belong to the 
biggest connected component of the graph, in which there is the majority of the edges. 

Next steps 

Following the initial characterisation of data and the definition of a graph model for hashtags, there 
are two directions we may proceed in. The first one concerns the definitions of relations between 
hashtags that have inherent temporal features.  The second direction concerns the required data 
storage that will enable the efficient handling of the types of queries we described earlier.  

Regarding the definition of relations between hashtags, the graph we have defined before exploits 
the co-occurrence of hashtags in tweets to derive the strength of association between two 
hashtags. This approach can be further improved if associations are computed between hashtags 
that have not co-occurred in the dataset.  This feature may be desirable in the case of sparse data, 
or when very similar hashtags (e.g. differing only in one underscore character) are not used in the 
same tweets. In this direction, we may investigate the use of language models to estimate the 
strength of association between two hashtags, when the hashtags do not co-occur in the collected 
dataset, by considering the similarity between the vocabularies used in the tweets containing each 
hashtag. Alternatively, weight propagation across the graph’s edges can be used to compute the 
strength of association between hashtags. For example, [27] perform a PageRank computation on 
the graph of hashtags. Finally, we may investigate the incorporation of temporal profiles of 
hashtags, in order to differentiate between the hashtags that occur regularly on a given day of the 
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week by convention and the hashtags that become popular in an unexpected way. Recent related 
works are [28], and [24]. 

The second direction is concerned with storing the required information 
types of queries. In order to process queries about temporal associations between hashtags, we 
need to store the hashtags, their relationships, the relevant attributes, and their evolution over time. 
Two important questions that arise are: 1) what is the scale of data required, and 2) what are the 
important queries that need to be executed fast. The answer to the first question depends on 
whether we are interested in a thematically narrow domain or in a wide collection of tweets. The
answer to both questions can also aid the decision between a relational database, or other No
SQL databases. For example, it is likely that relational databases will perform better if frequent 
queries select nodes and edges according to conditions on thei
important questions employ relationships to navigate the graph, then a graph database could 
achieve better performance. 

Figure 14. Graph of hashtags where node sise
node weight and edge width is proportional to EW
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week by convention and the hashtags that become popular in an unexpected way. Recent related 

The second direction is concerned with storing the required information to support the proposed 
types of queries. In order to process queries about temporal associations between hashtags, we 
need to store the hashtags, their relationships, the relevant attributes, and their evolution over time. 

se are: 1) what is the scale of data required, and 2) what are the 
important queries that need to be executed fast. The answer to the first question depends on 
whether we are interested in a thematically narrow domain or in a wide collection of tweets. The
answer to both questions can also aid the decision between a relational database, or other No
SQL databases. For example, it is likely that relational databases will perform better if frequent 
queries select nodes and edges according to conditions on their attributes. On the other hand, if 
important questions employ relationships to navigate the graph, then a graph database could 

. Graph of hashtags where node sise is proportional to the 
node weight and edge width is proportional to EWLLR for 25/3/2012 
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7. Topic detection 

The purpose of the Topic Detection module is to build a topic taxonomy that contains the salient 
high-level topics, or categories, represented in the ARCOMEM corpora, and to build classifiers that 
will assign incoming documents (tweets, new articles, etc) to one or more categories within this 
taxonomy. These high-level topics can be understood as semantic categories (e.g. sports, 
entertainment), possibly organised as a hierarchy (e.g. football, tennis as child nodes of sports). 

For the ARCOMEM project, the challenge is to create a taxonomy that is relevant to the two use 
cases, broadcasting and parliament libraries, that drive the project (or, possibly, to create separate 
taxonomy for each use case). The taxonomy should provide categories that are both pertinent to 
these domains, and useful for end-users who wish to search and browse content archives. After 
creating the taxonomy, it is then necessary to create classification models that will classify 
incoming documents into categories within the taxonomy, in an efficient and accurate way. 

7.1 Discovering Static Topics 

The topic extraction attempts to discover and model higher level topics that would persist in a 
collection over time (e.g. sports, football).  Discovering the topics that are naturally important in a 
corpus of text documents, and modelling them in a manner that allows us to detect them in new 
documents (i.e. non-training documents), provides a powerful framework for organising incoming 
text documents, and for modelling the evolving importance of topics over time  

 

Topic Extraction with Latent Dirichlet Allocation (LDA) 

In this work, we use the state of the art Latent Dirichlet Allocaiton (LDA) algorithm for discovering 
topics [48]. Latent Dirichlet Allocation is a generative probabilistic model for discrete data, which 
has been widely used for text data in particular, and it has been demonstrated to have practical 
use in discovering natural topics in text collections (e.g. detecting important topics in a scientific 
community [49]). It is a three-level hierarchical Bayesian model, and can be summarised as 
follows: 

• the document is modelled as a mixture of topics. 
• each topic is modelled a mixture of words, taken from a fixed vocabulary. 
• each word in a document is generated by the model as follows 

o choose a topic from the document’s topic model 
o choose a word from that topic, according to its distribution 

 

LDA has the advantage over other generative topic models, like LSI, in that it is possible to 
estimate a topic distribution for documents that are not used in training the model. Although exact 
estimation of the parameters of the model is intractable, standard approaches can be used to 
estimate the model parameters.  

The outputs of the model are:   

• for each topic, a distribution of words 
• for each document, a distribution of topics 

 

The document distribution can be considered as a feature vector in a smaller latent feature space 
(where each feature is a topic), and can also be used to assign documents to its most likely topics. 
The word distribution for each topic can be used to represent the semantics of the topics. 

 



Page 46 of 67 ARCOMEM Collaborative Project EU-ICT-270239 

 

The topics output by the LDA algorithm can be directly used to build a taxonomy, which will be 
used to classify incoming documents. This topic discovery phase is an offline process that is run on 
the data once (or possibly periodically), to create static models that can be run against any new 
data. 

7.2 Document Classification / Topic Detection 

The topic models built during the topic discovery phase can estimate a topic distribution for new, 
documents, which is simply an estimate of the probability of each topic, given the document. This 
probability can be used directly to associate new documents with topics. 

7.3 Implementation and Integration in the ARCOMEM System 

In this work we use the Apache Mahout implementation of the LDA model, which estimates the 
model parameters using mean field variational inference. Mahout is an open source project for 
scalable machine learning algorithms, which includes implementations of a wide variety of 
standard algorithms, implemented to run on the Hadoop MapReduce framework, in line with other 
MapReduce-based scalable algorithms in the ARCOMEM project (see, for example, section 5.1.2 
of this deliverable, describing scalable image processing algorithms). This scalable framework 
allows us to train our topic models using millions of training documents. 

The topic extraction module in ARCOMEM will take a large set of training documents as input, and 
the discovered topics, and their models, will be stored in the HBase Triple Store. These training 
documents will have been pre-processed to remove noise in the web object (ads, code, navigation 
links, etc), leaving just the article content. The document classification (aka topic detection) module 
will run as an online process, classifying the incoming documents to extract topics from them, and 
storing the topic classifications in the ARCOMEM Knowledge Base. The topic extraction module’s 
role in the document processing ARCOMEM processing pipeline is illustrated in Figure 2. 

 

7.4 Future Work 

To date, we have run the LDA topic detection algorithm on a subset of 5000 articles from the 
ARCOMEM crawl on the financial crisis. The topic detection module expects clean article text as 
input (i.e. with ads, navigational links, etc, removed). We ran preliminary experiments on the raw 
data, which produced poor results. Based on this, a document pre-processing module needs to be 
implemented to ensure that the topic extraction/discovery module is only receiving actual article 
content as input. Our next steps will be to run the LDA algorithm against a ‘clean’ version of this 
corpus, when available, and to evaluate the outputs using the methodology outlined in Section 9.4 
of this deliverable. As part of that process, we will also explore extensions and/or alternatives to 
the LDA algorithm for topic detection. 
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8. ETOE enrichment and correlation  

Because the dynamics analysis and the content analysis extract structured data from unstructured 
resources, such as text and images, the generated data is (i) heterogeneous, i.e. not well 
interlinked, (ii) ambiguous and (iii) provides only very limited information. This is due to the data 
being generated by different components and during independent processing cycles. For instance, 
during one particular cycle, the text analysis component might detect an entity from the term 
“Ireland”, while during later cycles, entities based on the term “Republic of Ireland”' or the German 
term “Irland” might be extracted, together with, for instance, the entity “Dublin”. These would all be 
classified as entities of type Location and correctly stored in the ARCOMEM data store as 
disparate entities described according to the ARCOMEM RDF schema.  

Data enrichment and consolidation (achieved by the “Linked Data Enrichment” and “Data 
Consolidation” components in Figure 2) follows three aims: (a) enrich existing entities with related 
publicly available knowledge; (b) disambiguation, and (c) identify data correlations such as the 
ones above by aligning ARCOMEM entities with reference datasets. Both (a) and (b) exploit 
publicly available data from the Linked Open Data [1] cloud15 which offers a vast amount of data of 
both domain-specific and domain-independent nature (the current release of the LOD cloud 
consists of 31 billion distinct triples, i.e. RDF statements16).  

To achieve the described aims, the enrichment approach first identifies correlating enrichments 
from reference datasets which are associated with the respective entities and, secondly, uses 
these shared enrichments to identify correlating entities in the ARCOMEM knowledge base. In 
particular, the current enrichment approach uses DBpedia17 and Freebase18 as reference datasets, 
though it is envisaged to expand this approach with additional and more domain-specific datasets, 
e.g., event-specific ones. DBpedia and Freebase are particularly well-suited due to their vast sise, 
the availability of disambiguation techniques which can utilise the variety of multilingual labels 
available in both datasets for individual data items and the level of inter-connectedness of both 
datasets, allowing the retrieval of a wealth of related information for particular items.  

With respect to data correlation, we distinguish direct as well as indirect correlation. To give an 
example for direct correlations based on our current enrichment implementation, the three entities 
mentioned above, all referencing to the same real-world entity, are each associated with the same 
enrichments to the respective Freebase (http://www.freebase.com/view/en/ireland) and DBpedia 
(http://dbpedia.org/resource/Ireland) entries. Therefore, correlated ARCOMEM entities (and hence, 
Web objects) can be clustered directly by identifying joint enrichments between individual entities. 

In addition, the retrieved enrichments associate (interlink) the ARCOMEM data and Web objects 
with the vast knowledge, i.e., data graph, available in the LOD cloud, thus allowing to retrieve 
additional related information for particular ARCOMEM entities. For instance, the DBpedia RDF 
description of Ireland (http://dbpedia.org/resource/Ireland) provides additional facts and knowledge 
(for instance, a classification as island or country, geodata, the capital or population, a list of 
famous Irish people and similar information) in a structured, and therefore machine-processable 
form. That knowledge is used to further enrich ARCOMEM entities and create a rich and well-
interlinked (RDF) graph of Web objects and related information. Thus, we can perform additional 
clustering and correlation of entities (and hence, crawled Web resources) to uncover indirect 
relationships between Web resources related in one way or another. For instance, Web resources 
about topics such as Dublin19, which directly links to Ireland20 or James Joyce21, can be associated 
and correlated simply by analysing the DBpedia graph to identify correlations between existing 

                                                
15

 http://lod-cloud.net/ 
16

 http://lod-cloud.net/state 
17

 http://dbpedia.org/ 
18

 http://www.freebase.com/ 
19

 Enriched with a reference to http://dbpedia.org/resource/Dublin 
20

 http://dbpedia.org/resource/Ireland 
21

 http://dbpedia.org/resource/James_Joyce 
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enrichments and hence, first ARCOMEM entities and second, ARCOMEM Web objects. In the 
following figure, we have depicted an example from the actual ARCOMEM dataset (as generated 
by the approaches described in the previous section). Three sets of Web documents (top) are each 
associated with one particular entity/event, where the Person (“Jean Claude Trichet”) and the 
Event (“Trichet warns of systemic debt crisis”) are both enriched with the same DBpedia resource 
(http://dbpedia.org/resource/Jean-Claude-Trichet), allowing us to cluster the respective Person and 
Event, and their associated Web objects, which is an example of direct correlation (continuous red 
line in the figure). However, the third set of Web objects is associated with a third Entity (“ECB”) 
which refers to the European Central Bank and is enriched with the corresponding DBpedia 
resource (http://dbpedia.org/resource/ECB). While linguistic approaches would fail to detect a 
relationship between the two, analysing the DBpedia graph uncovers a close relationship between 
ECB and Jean Claude Trichet (who is the former ECB president) and hence, allows us to create a 
relationship (dashed line) between all involved Entities/Events and their associated Web objects.   

 

 

 

Our initial enrichment and clustering technique (considering direct relationships based on 
equivalent enrichments) is already implemented and currently under evaluation. Initial experiments 
were able to retrieve a total of 5801 enrichments (i.e., DBpedia and Freebase references) for a 
sample set of 99569 extracted entities and to uncover 1013 clusters, i.e. correlated entities (see 
Section 9.3 Enrichment and correlation  for details).  

The following figure shows an excerpt of the graph generated by representing relations between 
ARCOMEM entities and enrichments. Blue nodes represent ARCOMEM entities, orange ones 
Freebase enrichments and green nodes DBpedia enrichments. As can be seen, several clusters 
emerge, where we are particularly interested in the detection of ARCOMEM entity clusters, i.e., 
distinct blue nodes which are linked via enrichments (orange/green nodes). In the figure, for 
instance, a number of such clusters appear in the upper left corner, centred around the DBpedia 
concept http://dbpedia.org/resource/Market.   

<Enrichment>http://dbpedia.org/resource/Jean-Claude_Trichet</Enrichment>

<Enrichment>http://dbpedia.org/resource/ECB</Enrichment>

<Event>Trichet warns of systemic debt crisis</Event> 

<Person>Jean Claude Trichet</Person> <Organisation>ECB</Organisation>

 

Figure 15. Example of ARCOMEM Web objects, ETOE annotations and enrichments 
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Our current research aims at investigating ways to automatically detect indirect relationships. While 
in a large graph such as DBpedia, any node is connected with each other in some way, key 
research challenges are the investigation of appropriate graph navigation and analysis techniques 
to uncover indirect but semantically meaningful relationships between resources within DBpedia 
and Freebase, and hence ARCOMEM entities and Web objects. 

Figure 16. Clusters within ARCOMEM ETOE graph (blue nodes: ETOE, green & orange nodes: 
enrichments) 
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9. Results and evaluation  

9.1 Text analysis  

The quality of annotations generated by Information Extraction systems is typically measured in 
terms of Precision, Recall and F-measure [33]. The automatically generated annotations are 
compared with a gold standard set produced by human annotators. For this, we used GATE 
Teamware [5]. It is important to note that the quality of annotation expected varies greatly 
according to the task and text type; there is also a tradeoff between Precision and Recall which 
must be taken into account for each task. Typically, during system development we focus initially 
on high precision at the potential expense of Recall, and gradually improve the Recall as the 
development progresses. 

We have performed some initial evaluations on the various text analysis components, though more 
in-depth evaluations are planned, and first results look promising. We manually annotated a small 
corpus of 20 facebook posts (in English) about the Greek financial crisis (automatically selected 
according to certain criteria by our crawler) with named entities and events to form a gold standard 
corpus against which we could compare the system annotations. The English texts were annotated 
by the team from USFD, who have long-standing experience in manual annotation. The German 
texts were annotated with named entities by native German speakers from LUH, using GATE 
Teamware [5]. Teamware is a web-based management platform for collaborative annotation and 
curation, which harnesses a broadly distributed workforce and enables the monitoring of progress 
and results remotely in real time. Essentially, it consists of a multi-function user interface available 
over the Internet for viewing, adding and editing text annotations. Typically, manual annotation is 
performed by first running the application to produce system annotations, and then asking the 
manual annotator to correct the errors, by doing one of the following: 

1. adding new annotations 

2. changing the annotation type or its features 

3. removing incorrect annotations 

4. altering the span of an existing annotation 

The standard procedure is to perform double annotation, which is then manually curated 
(Teamware provides functionality for this). Inter-annotator agreement (IAA) can then be calculated 
using GATE's Corpus Quality Assurance tool (Corpus QA). IAA is important because it gives some 
idea of the level of difficulty of the task for humans, thus providing an upper bound on the accuracy 
achievable by the system. It also gives an indication of whether the annotators are having difficulty 
with the task and if, for example, they require further training or if the guidelines need to be 
improved. 

 

Evaluation 1: Language Identification  

While the language identification tool, TextCat, was not developed in this project but is an external 
plugin that we made use of, the quality of the results impacts on the extraction of ETOEs, because 
we only analyse sentences which are identified as English or German (and on these, we need to 
run the relevant language-specific application). We therefore performed an experiment to check 
the quality of the language assignment to the sentences. Using our corpus of 30 financial crisis 
facebook posts, we  created a gold standard set of sentences with language features and then 
compared the system annotations, using GATE's Corpus QA tool. In this corpus, we only want to 
process English sentences (for ETOE recognition), so the evaluation aims to compare the English 
sentences as produced by the system with those in the gold standard set. Precision was 100%, i.e. 
all sentences that the language ID tool recognised as English were correct. Recall was 76%, which 
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means that occasionally the system identified what should have been English sentences as some 
other language. Analysis of the errors showed that the majority of errors occurred where the 
sentence was very short (sometimes only consisting of one or two words) - this is a known issue 
with TextCat (and other language classifiers) because a longer sentence is really needed. 
Similarly, it sometimes failed where the sentence consisted only of a URL -- we, on the other hand, 
annotated all URLs as English. These results are encouraging because although there are a 
number of errors, the fact that they are almost always on very short sentences means that the 
likelihood of interesting information (i.e. ETOEs) occurring in them is quite low. 

 

Named entity recognition experiments 

We performed a small evaluation of the Named Entity recognition on the same set of 30 
documents from the financial crisis dataset. The documents were manually annotated by a human 
expert to form a gold standard set, and the system annotations compared against it. Results are 
shown in Table 3. The corpus contained 93 instances of Named Entities, and the system achieved 
a Precision of 80% and a Recall of 68% on the task of NE detection (i.e. detecting whether an 
entity was present or not, regardless of its type). On the task of type determination (getting the 
correct type of the entity (Person, Organisation, Location etc, given a correct set of entities), the 
system performed with 98.8% Precision and 98.5% Recall. Overall (for the two tasks combined), 
this gives NE recognition scores of 79% Precision and 67% Recall. However, the results are 
slightly low because this actually includes Sentence detection also. Normally, Sentence detection 
is 100% accurate (or near enough), but in this case, it is subject to the language detection issue, 
because we only perform the entity detection on sentences deemed to be relevant (in the language 
of the task - in this case English, and which correspond to the relevant part of the document - in 
this case, the actual text of the postings by the users). 26 of the missing system annotations in the 
document were outside the span of the sentences annotated, so could not have been annotated. 
Excluding these brings the Recall up from 68% to 83.9% for NE detection (shown in the table as 
"NE detection (adjusted)"), and from 67% to 82.1% for the complete NE recognition task (shown in 
the table below as "Full NE recognition (adjusted)"). 

 

Task Precision Recall F1 

NE detection 80% 68% 74% 

NE detection (adjusted) 80% 83.9% 81,9% 

Type determination 98.8% 98.5% 98.6% 

Full NE recognition 79% 67% 72.5% 

Full NE recognition (adjusted) 79% 82.1% 80.5% 

 

 

Term extraction experiments 

1. Experiments with GENIA 

Term recognition is hard to evaluate, because the definition of a term is imprecise and subjective, 
in particular when term recognition is performed outside a technical domain (e.g. medical records, 
weather reports etc.) As a human, it is very hard to look at a document or set of documents and 
decide which should be the terms to extract. Even if a list of terms is extracted, it is hard to decide 
whether they are in some way representative of the document(s) in question. For example, should 
we consider concentration to be a term? Furthermore, it is almost impossible to provide a ranked 
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list of terms in the same way that the system produces such a list. For example, we cannot say 
whether lymphocyte is a “better” term than phosphorisation.  

As a preliminary experiment, we compared the results of TermRaider with the results of some 
other term extraction systems over a portion of the GENIA corpus (abstracts from NLM's MEDLINE 
database) for which we had already a set of terms created by domain experts (via the <cons> tag 
in the corpus). The corpus consisted of 2000 abstracts (approximately 420,000 words). The gold 
standard term list consisted of 35,800 terms. TermRaider extracted 55,994 terms from this corpus, 
over which we measured precision at different points in the ranked list. We looked at the results for 
each of the three measures: hyponymy, annotation and Tf-idf. Figure 8 shows the distribution of 
term scores over the list: we can see very clearly a typical long-tail distribution where the vast 
majority of terms have low scores, and only a very few have scores at the top of the ranked list. 
The annotation and Tf-idf scores are very similar in terms of distribution, while the hyponymy score 
is a little different, as it has a much wider range of scores and fewer terms with very high scores 
than the other two metrics. 

 

 

Figure 16 shows the precision for each of the three metrics, at different points in the ranking (the x-
axis shows the position in the ranked list, e.g. 10% of terms means the top 10% of the ranked list).  
It is clear that the results obtained on the GENIA corpus are not that high, and are lower than the 
results reported in [47]. There are a number of reasons for this. First, the reported results for Tf-idf 
produced results in the 90th percentile for the top 5% of the ranked list, which seems odd since our 
results were much lower However, it turns out that the Tf-idf model used was not the standard one 
but had some changes to it specifically for this task, which was not reported in the paper. Second, 
it is not clear exactly what constitutes these gold standard terms (they used the <Cons> tag in 
GENIA rather than the <term> tag...) and their definition of terms is rather different from ours (in 
biology, it is a much more restricted set that is more easily definable according to some typical 
lexical resources and databases. Third, our POS tagger is not trained for biological texts, so we get 
a lot of candidate terms that we should not.  

 

Evaluation 2: Term Extraction 

We also performed a small evaluation on a set of 80 documents from the financial crisis dataset 
obtained from the web via the ARCOMEM crawler, detailed in the Named Entity Recognition 
experiment. From this set, TermRaider produced 1003 term candidates (merged from the results of 
the three different scoring systems).  Three human annotators selected valid terms from that list, 

Figure 17. Precision comparison 
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and we produced a gold standard of 315, using each term candidate selected by at least two 
annotators (221 terms selected by exactly two annotators and 94 selected by all three). 

 

We measured inter-annotator agreement as precision and recall, treating the gold standard as the 
key and each annotator's list as the response; the precision ranged from 69 to 92%, and the recall 
ranged from 70 to 81%.  The number of terms selected by each annotator ranged from 271 to 354, 
and the raw inter-annotator agreement between pairs of annotators (sise of intersection divided by 
sise of union) ranged from 31 to 43%; this shows that the task of determining termhood is quite 
difficult. Table 3 and  Table 4 give the details. 

Table 3. Annotation details 

Annotator Nbr of  terms Precision              against gold 
standard 

Recall                   against gold 
standard 

A 254 72% 81% 

B 222 69% 70% 

C 248 92% 79% 

 

Table 4. Inter-annotator agreements 

Inter-annotator agreements 

A-B 31% 

A-C 43% 

B-C 35% 

 

Using this gold standard, we evaluated the TermRaider output for each scoring system as in 
Evaluation 1 above, with the results shown in the figure below. 
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Evaluation of German Terms 

In order to cover the inherent multilingual requirements 
3.5) has been evaluated for its performance on material from the Austrian legal/political domain. 

The overall methodology consisted of the following steps

1. The compilation of a corpus by AUP. This corpus consists of documents pertaining to a 
of subdomains in the legal/political domain:

a. Financial crisis (business and mass media) (
b. Turkey’s accession to the EWU
c. Consultation procedure for life partnership act

 
For the evaluation we chose the financial crisis domain, given the fact that this is the central 
domain of investigation in ARCOMEM
corpus consists of several Austrian document 
 
Antraege (motions), Anfragebeantwortungen (answers), Berichte (reports), entschluesse 
(decisions), Erklaerungen (statements), Entschliessungsantraege (motions for disclosure).

 
2. The extraction of a selected list of extracted term candid

In order to determine termhood of selected textual elements, we used the German version of 
TermRaider (section 3.5). 

 

3. The selection of term candidates 
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Figure 18. TermRaider output 

In order to cover the inherent multilingual requirements ARCOMEM’s tools, TermRaider
3.5) has been evaluated for its performance on material from the Austrian legal/political domain. 

The overall methodology consisted of the following steps: 

e compilation of a corpus by AUP. This corpus consists of documents pertaining to a 
of subdomains in the legal/political domain: 

Financial crisis (business and mass media) (1367000 words in 162 documents
Turkey’s accession to the EWU (337000 words in 44 documents) 
Consultation procedure for life partnership act (159000 words in 117 

For the evaluation we chose the financial crisis domain, given the fact that this is the central 
RCOMEM, and tallies with the English data sets already created. This 

corpus consists of several Austrian document types, such as:  

Antraege (motions), Anfragebeantwortungen (answers), Berichte (reports), entschluesse 
(decisions), Erklaerungen (statements), Entschliessungsantraege (motions for disclosure).

2. The extraction of a selected list of extracted term candidates.  

In order to determine termhood of selected textual elements, we used the German version of 
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e compilation of a corpus by AUP. This corpus consists of documents pertaining to a number 
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For the evaluation we chose the financial crisis domain, given the fact that this is the central 
, and tallies with the English data sets already created. This 

Antraege (motions), Anfragebeantwortungen (answers), Berichte (reports), entschluesse 
(decisions), Erklaerungen (statements), Entschliessungsantraege (motions for disclosure). 

In order to determine termhood of selected textual elements, we used the German version of 
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Each term candidate has three termhood scores associated with it: (augmented) TfIdf, and Kyoto 
termhood (see section 3.5). Also, each term candidate comes with corpus-specific  frequency 
information. 

The term extraction yielded various numbers of term candidates for the different scoring 
algorithms. The Kyoto score only identifies term candidates if there are two or more term 
candidates of which one embeds the other, whereas Tf-idf scores any string identified by the total 
number of term candidates the noun phrase grammar. Therefore the number of selected term 
candidates is much higher for the Tf-idf family (95000) than Kyoto (50000). Overall, the scores vary 
between 23 and 80. 
 
In order to select a representative and manageable subset for evaluation we selected the top 
scoring and middle scoring term candidates, taking all three termhood scores and frequency into 
account. The following two selections were applied: 

• Top scoring: Term candidates with (Tf-idf score > 60 OR augmented-Tf-idf score > 60 OR 
kyoto score > 60) OR (frequency > 50) 

• Middle scoring: Term candidates with Tf-idf score between 50-60 OR augmented Tf-Idf 
score between 50-60 OR kyoto score between 35-60 ) AND (frequency < 50 AND 
frequency > 10) 

 

This selection yielded 915 term candidates for the financial domain. 

 

4. The expert evaluation 

The 915 term candidates from the financial domain were then manually evaluated by one expert 
from the Austrian parliament. In order to obtain some ranking of term candidates, the expert was 
asked to assign scores between 0 and 3. 

Table 5 illustrates the result of this evaluation, with term candidates automatically scored by the 
three termhood algorithms covered by TermRaider, frequency and expert evaluation (rightmost 
column). 

 

Table 5. Result of expert evaluation 

expert_evaluation 

term kyoto tfIdf augmented_tfIdf frequency scoreF 

budgetkonsolidierung 66.6666666666667 59.0834460209056 64.5196863482002 43 3 

bund 77.6627739665001 57.6497710623693 62.8631767881207 637 1 

bundesgesetz 75.6140092913481 57.1360615276187 64.4971181214832 312 1 

bundesgesetz bgbl 48.8292780875542 59.9018149920236 59.9018149920236 62 1 

bundeskanzler 71.1057637227594 57.7348558361406 63.4387952557786 362 2 

bundesminister 77.8011735465616 53.5128916268818 65.2312763982416 729 1 

bundesminister für finanz 71.3463639783816 57.1827209412424 63.1132832014379 72 3 

bundesministerien 77.1653291612857 57.2341369123125 66.1214901890467 491 1 

bundesministerin 73.5970842011981 57.405191157236 64.3280312492671 348 1 

bundesverfassungsgesetz 47.4538772819347 58.6808244671323 58.6808244671323 24 1 

bürger 75.3062373064224 57.446094628497 63.7470270343101 282 2 

bürgerin 71.7138103353081 58.6630786239194 65.7615737642265 125 2 

b-vg 69.5006053608483 56.2078817739151 62.9817930047642 66 1 

bwg 65.0755416398299 59.5597359513993 63.1495357809187 100 3 

bzö 70.4318462204241 58.4527083956142 63.0525884904935 239 1 

cap 69.3481994826587 58.6554003595874 62.8576928809146 61 2 

chance 72.0294417139854 58.8529939562942 61.8508170190298 94 1 

christian 43.7618144247152 59.663684611085 59.663684611085 28 0 
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term kyoto 

dame 64.4496693210104

dank 65.0755416398299

darstellung 72.3123862289518

datum 75.3805508713996

dauer 65.2875839422751

 

In total, out of the 915 term candidates, 
terms (with expert scores ranging from 1 to 3).
This resulted in a 54% success rate

In order to get some impression of the correlation between the automatic and expert scores we 
mapped the expert scoring intervals 0
TermRaider. The Termraider intervals cover 5
with interval 1 containing the lowest scores. Frequency intervals are computed per 100
The hypothesis is that, if the automa
intervals, the higher TermRaider intervals more clearly reflect termhood than the lower intervals. 
The figures below give a visualisation
algorithm (Tf-idf, augmented Tf-idf, Kyoto) and term candidate frequency as the fourth measure.
Ideal correlation is represented by groups of intervals per expert score displaying an ascending 
order. It can be observed that this is best illustrated by the Ky
scoring interval produces relatively more successful term candidates according to the ascendant 
ordering of the intervals. Augmented 
substantially less.  

Figure 

ARCOMEM Collaborative Project EU

expert_evaluation 

tfIdf augmented_tfIdf frequency

64.4496693210104 62.1262627448306 65.8999036048953 

65.0755416398299 60.8306514834884 66.0081190970912 

72.3123862289518 56.9450953383054 61.9394023612083 

75.3805508713996 58.1909665800505 64.7501518951649 

65.2875839422751 57.9876688133499 61.3527965439171 

of the 915 term candidates, 422 were not considered to be terms. 493 wer
terms (with expert scores ranging from 1 to 3). 

54% success rate. 

In order to get some impression of the correlation between the automatic and expert scores we 
mapped the expert scoring intervals 0-1-2-3 onto termhood score intervals produced by 
TermRaider. The Termraider intervals cover 5-10 points on the normalised termhood score scales, 
with interval 1 containing the lowest scores. Frequency intervals are computed per 100
The hypothesis is that, if the automatic scoring intervals do correlate with the expert scoring 
intervals, the higher TermRaider intervals more clearly reflect termhood than the lower intervals. 

isation of this correlation for each individual termhood scoring 
, Kyoto) and term candidate frequency as the fourth measure.

Ideal correlation is represented by groups of intervals per expert score displaying an ascending 
order. It can be observed that this is best illustrated by the Kyoto score, where the linearly ordered 
scoring interval produces relatively more successful term candidates according to the ascendant 
ordering of the intervals. Augmented Tf-idf fits second-best, whereas Tf-idf and frequency correlate 
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Figure 22. Termhood scoring for 

 

5. Discussion and future work 

Our evaluation so far indicates that the Kyoto score produces results that correlate most with the 
experts’ intuitions. In future we will perform more evaluations in order to get 
perspective on the performance of the difference termhood scores.
done in the linguistic filtering stage, which precedes the termhood score computation and selects 
valid term candidates on the basis of their li
of speech tagging. Detailed evaluation results produced by the Austrian Parliament reveal that 
there are problems with TermRaider’s automatic German lemmat
abbreviations. We will look into this in our ongoing efforts to improve German term extraction.
 

Event recognition experiments 

We have not yet performed any full-
it is still very much work in progress. However, an initial small
crisis dataset of 30 documents used in the previous experime
accuracy of 98%. Recall was not measured but was expected to be fairly low because only a few 
high precision rules have so far been written. 
Twitter and German datasets, as these will be highly dependent on the quality of the entities 
extracted. On the other hand, we expect the quality of the event recognition (assuming correct 
entity detection) to be affected less by the typical problems associated with social media than 
quality of the opinion mining and entity recognition tools, because we use such a shallow 
approach. 

9.2 Image and video analysis  

The various image analysis tools and techniques being developed under ARCOMEM have each 
been tested using standard compara
[30] for the evaluation of ImageTerrier with datasets of up to 10 million images). Testing and 
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Termhood scoring for term candidate frequency 

Our evaluation so far indicates that the Kyoto score produces results that correlate most with the 
In future we will perform more evaluations in order to get a more balanced 

perspective on the performance of the difference termhood scores. There is also more work to be 
done in the linguistic filtering stage, which precedes the termhood score computation and selects 
valid term candidates on the basis of their linguistic structure in terms of lexical selection and part 

Detailed evaluation results produced by the Austrian Parliament reveal that 
there are problems with TermRaider’s automatic German lemmatisation, and the identification of 

We will look into this in our ongoing efforts to improve German term extraction.

-scale evaluations on the event recognition component because 
it is still very much work in progress. However, an initial small-scale experiment on the financial 
crisis dataset of 30 documents used in the previous experiments for entity recognition produced an 
accuracy of 98%. Recall was not measured but was expected to be fairly low because only a few 
high precision rules have so far been written. We expect to get somewhat lower results on the 

as these will be highly dependent on the quality of the entities 
extracted. On the other hand, we expect the quality of the event recognition (assuming correct 
entity detection) to be affected less by the typical problems associated with social media than 
quality of the opinion mining and entity recognition tools, because we use such a shallow 

The various image analysis tools and techniques being developed under ARCOMEM have each 
been tested using standard comparative evaluation datasets and methodologies (for example, see 

for the evaluation of ImageTerrier with datasets of up to 10 million images). Testing and 
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evaluation of the image analysis techniques (especially with respect to entity detection) also needs 
to be performed directly on the ARCOMEM platform using real crawl data.

In out initial tests we have been experimenting with running face detection on the complet
financial crisis dataset. The face detector used is the OpenIMAJ implementation of a Haar
Cascade detector[40]. Some statistics of these experiments are shown in 

Table 6

Total number of HBase records processed:

Number of images analysed:

Number of images skipped:

Number of faces detected:

Time to complete processing:

The experiments were carried out on a non
processor/disk/memory configurations) cluster with a total of 88 CPU cores (84 were available for 
map tasks). In total, 484 tasks were lau
(meaning that the HBase rows being processed came from the local disk of the machine, rather 
than over the network). Images were skipped if they were corrupt, or larger than 1000 pixels on 
any side. 

Functionally, the OpenIMAJ Haar Cascade should give the same performance as the OpenCV 
implementation in the standard benchmark (
however, with very noisy data like we find on the web, the detection performance is lower (higher 
rate of false detections and lower rate of true detections). Performance on 
is difficult to assess objectively as the ground
needed quantities); however it is possible to inspect some of the detections manually. A few 
samples of correct and incorrect detections are shown below.

Table 7. Samples of correct and incorrect detections

Sample images with true detections

2012 © Copyright lies with the respective authors and their institutions.

ion of the image analysis techniques (especially with respect to entity detection) also needs 
to be performed directly on the ARCOMEM platform using real crawl data. 

In out initial tests we have been experimenting with running face detection on the complet
financial crisis dataset. The face detector used is the OpenIMAJ implementation of a Haar

. Some statistics of these experiments are shown in the table below:

6. Results of OpenIMAJ face detector 

Total number of HBase records processed: 8,757,931 

Number of images analysed: 2,286,059 

Number of images skipped: 49,081 

Number of faces detected: 154,669 

complete processing: 1hrs, 13mins, 51sec 

The experiments were carried out on a non-homogeneous (machines had varying 
processor/disk/memory configurations) cluster with a total of 88 CPU cores (84 were available for 
map tasks). In total, 484 tasks were launched on the cluster; 370 of these were data
(meaning that the HBase rows being processed came from the local disk of the machine, rather 
than over the network). Images were skipped if they were corrupt, or larger than 1000 pixels on 

Functionally, the OpenIMAJ Haar Cascade should give the same performance as the OpenCV 
implementation in the standard benchmark (http://vis-www.cs.umass.edu/fddb
however, with very noisy data like we find on the web, the detection performance is lower (higher 
rate of false detections and lower rate of true detections). Performance on the financial crisis data 
is difficult to assess objectively as the ground-truth is not known (and is expensive to create in the 
needed quantities); however it is possible to inspect some of the detections manually. A few 

etections are shown below. 
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Sample images with true detections Sample images with false detections
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Additional parameter tuning (i.e. increasing the minimum detection s
potentially be used to reduce the false positive rate. For example, when we start applying face 
recognition techniques to the detections, it will be possible to fil
greater degree. Additionally, other analysis techniques, such as the classification of graphic
versus-photographic content, can be used to pre

9.3 Enrichment and correlation  

In order to evaluate the quality of the enrichments, we performed a set of experiments. 

The current evaluation dataset of ARCOMEM includes 

Table 8. Number of entities in the evaluation data 

Entity Type

 

In order to obtain enrichments for these entities 
bases such as DBPedia and Freebase. In 
Spotlight service. This service enables an approximate string matching with adjustable confidence 
level in the interval [0,1]. In our evaluation, we experimentally selected a confidence 
enable for precise and flexible matching of entity labels.

Freebase [4] is a large-scale database that contains about 22 millions of entities and m
350 millions of facts in about 100 of domains. The keyword queries over Freebase are particularly 
ambiguous due to the sise and the structure of the dataset. In order to reduce query ambiguity, we 
used the Freebase API that enables structured quer
the entities to be matched using a manually defined type mapping from ARCOMEM to Freebase 
entity types. For example, we mapped the ARCOMEM type “person” to the “
Freebase, and the ARCOMEM type “
“location/location” and “location/country”. The ARCOMEM entity types were determined previously 
in the entity extraction process.  

In summary, the enrichment process consists of the following st

• An input into the enrichment process is an 
Person:”Tom Hanks” is an entity of type person with a label “
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Additional parameter tuning (i.e. increasing the minimum detection sise) and processing can 
potentially be used to reduce the false positive rate. For example, when we start applying face 
recognition techniques to the detections, it will be possible to filter out the false positives to a 
greater degree. Additionally, other analysis techniques, such as the classification of graphic

photographic content, can be used to pre-filter images before the face detector is run.

order to evaluate the quality of the enrichments, we performed a set of experiments. 

The current evaluation dataset of ARCOMEM includes 99,569 unique entities (see table below)

Number of entities in the evaluation data set 

Entity Type # Entities 

Event 759 

Location 21218 

Money 6335 

Organisation 15376 

Person 4465 

Time 51416 

Total 99569 

In order to obtain enrichments for these entities we performed querying of external knowledge 
and Freebase. In the case of DBpedia, we made use of the DB

Spotlight service. This service enables an approximate string matching with adjustable confidence 
. In our evaluation, we experimentally selected a confidence 

enable for precise and flexible matching of entity labels. 

scale database that contains about 22 millions of entities and m
350 millions of facts in about 100 of domains. The keyword queries over Freebase are particularly 

and the structure of the dataset. In order to reduce query ambiguity, we 
Freebase API that enables structured queries. Using this API, we restricted the types of 

the entities to be matched using a manually defined type mapping from ARCOMEM to Freebase 
entity types. For example, we mapped the ARCOMEM type “person” to the “people/person

M type “location” to the Freebase types “location/continent”, 
” and “location/country”. The ARCOMEM entity types were determined previously 

In summary, the enrichment process consists of the following steps: 

into the enrichment process is an entity label and an entity type
is an entity of type person with a label “Tom Hanks”.  
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) and processing can 
potentially be used to reduce the false positive rate. For example, when we start applying face 

ter out the false positives to a 
greater degree. Additionally, other analysis techniques, such as the classification of graphic-

filter images before the face detector is run. 

order to evaluate the quality of the enrichments, we performed a set of experiments.  

(see table below). 

we performed querying of external knowledge 
edia, we made use of the DBpedia 

Spotlight service. This service enables an approximate string matching with adjustable confidence 
. In our evaluation, we experimentally selected a confidence level of 0.6 to 

scale database that contains about 22 millions of entities and more than 
350 millions of facts in about 100 of domains. The keyword queries over Freebase are particularly 

and the structure of the dataset. In order to reduce query ambiguity, we 
ies. Using this API, we restricted the types of 

the entities to be matched using a manually defined type mapping from ARCOMEM to Freebase 
people/person” type of 

” to the Freebase types “location/continent”, 
” and “location/country”. The ARCOMEM entity types were determined previously 

entity type. For example, 
 



D3.2 Extraction and Enrichment Page 61 of 67 

2012 © Copyright lies with the respective authors and their institutions. 

 

• Step 1 (Translation): In the first step, we determine the language of the entity label, and, if 
necessary, translate it into English using an online translation service. 

• Step 2 (DBPedia Enrichment): In the second step, we obtain enrichments using entity 
labels as queries to the DBPedia Spotlight service.  

• Step 3 (Freebase Enrichment): In this step, we obtain Freebase enrichments using entity 
labels and a pre-defined type mapping.  

Using the procedure described above, we obtained enrichments for about 20% (1,358) of the 
entities in our dataset using DBpedia (484 entities) and Freebase (975 entities). In total, we 
obtained 5,291 Freebase enrichments and 491 DBPedia enrichments. These enrichments built 
5,801 entity-enrichment pairs, 5,039 with Freebase and 492 with DBPpedia.  

Table 9 presents the number of enrichments by entity type.  

 

Table 9. Number of enrichments in the evaluation data set 

Entity Type # Enrichments DBPedia # Enrichments Freebase # Enrichments Total 

Event 1 - 1 

Location 113 4926 5039 

Money 24 - 24 

Organisation 97 137 234 

Person 179 184 363 

Time 78 62 140 

Total 492 5039 5801 

 

Initial results from the enrichment evaluation  

For our evaluation we randomly selected a set of entity-enrichment pairs. Our evaluation was 
performed manually by several judges including graduate computer science students and 
researchers. The judges were asked to assign the scores in the interval [0,1] to each entity-
enrichment pair, with “0” for incorrect, and “1” for correct. Please note that we define an enrichment 
correct if it partially defines a specific dimension of the entity/event, that is, an enrichment does not 
need to completely match an entity. For instance, enrichments referring to 
“http://dbpedia.org/resource/Doctor_(title)” and “http://dbpedia.org/page/Angela_Merkel” and 
enriching an entity of type person labelled “Dr Angela Merkel” were both equally ranked as correct. 
This is due to entities and events being potentially related to multiple enrichments, each enriching 
a particular facet of the source entity/event.     

In case an entity label did not make sense to a judge, we assumed that there had been an error in 
the extraction phase. In this case we asked the judges to mark the corresponding entity as invalid 
and excluded it from the evaluation. We computed the average scores of an entity-enrichment 
pairs across judges and averaged the scores obtained for each entity type. Table 10 presents the 
average scores of the enrichment-entity pairs obtained using DBpedia and Freebase for different 
ARCOMEM entity types. 

 

Table 10. Enrichment evaluation results 

Entity Type Average Score DBPedia Average Score Freebase Average Score Total 

Location 0.94 0.94 0.94 

Money 0.63 - 0.63 
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Organisation 0.93 1 0.97 

Person 0.72 0.89 0.8 

Time 1 - 1 

Total 0.84 0.94 0.89 

 

Initial clustering results 

Our initial clustering approach simply correlated entities/events which share equivalent 
enrichments. In total we generated 1013 clusters with 2.85 entities on average, with a minimum of 
2 and a maximum of 112 entities. Ambiguous enrichments led to redundant clusters and require 
additional disambiguation. For instance, a location entity labelled “Berlin” might be (correctly) 
enriched with http://rdf.freebase.com/ns/m/0xfhc and http://rdf.freebase.com/ns/m/047ckrl (each 
referring to a different location “Berlin”) requiring additional disambiguation to clean up the clusters. 
To this end, we exploit graph analysis methods to detect closeness of enrichments originating from 
the same object. For instance, measuring the relatedness of two location entities “Berlin” and 
“Angela Merkel” used to annotate the same Web object will allow us to disambiguate enrichments.  

 

Discussion 

The current results indicate a very good quality of Freebase enrichments that result from the 
precise mapping of the entity representation to the structured Freebase queries. For example, an 
ARCOMEM entity of type “Person” with the label “Angela Merkel” is mapped to the Freebase MQL 
query: 

{ 
  "type": "/people/person", 
  "name": "Angela Merkel", 
  "mid": null 
}, 

that retrieves one unique Freebase entity with the mid= "/m/0jl0g".   

The results obtained from the DBpedia Spotlight interface are less precise than the Freebase 
results, as the queries are represented as keywords only and thus are more ambiguous. For 
example, the Athens in Greece is represented by the same label as Athens in Greene County, 
New York, USA. In addition, partially matched keywords can introduce a query drift, e.g. “Greek 
strategy on debt crisis” vs. “strategy games”.  

In the future work, we foresee different directions to improve quality of the enrichment results. For 
example, one possibility is to use structured DBpedia queries to restrict entity types, similarly to the 
approach used for Freebase. On the other hand, we consider possibilities to introduce sub-types of 
entities to further increase granularity of the types to be matched. We also plan to compare the 
methods described here with some enrichment and disambiguation strategies currently being 
developed for the GATE Named Entity recognition tools as part of the TrendMiner project. 

9.4 Topic Detection 

The output of the topic-modelling algorithm based on LDA for the ARCOMEM project will be a set 
of topics that are relevant to this ARCOMEM corpus, and an assignment of documents to these 
topics. As such the goals of the evaluation are twofold: 

• to determine if the extracted topics truly represent the most pertinent topics for the 
collection. 



D3.2 Extraction and Enrichment Page 63 of 67 

2012 © Copyright lies with the respective authors and their institutions. 

 

• given the set of relevant topics, determine how accurate the assignment of topics to 
documents is. 

 

We plan to run the LDA algorithms with the number of output topics set to various fixed values (e.g. 
20, 50, 100, etc). The quality of these topics, in terms of their semantic cohesiveness and 
relevance to the collections, will be evaluated manually by a team of editors, allowing us to 
determine to most useful topics in an interactive manner. 

Having discovered the most salient topics in the collection, we will then conduct an evaluation to 
determine the accuracy of document-topic assignments, again using a team of editors to evaluate 
the validity of the topics that have been automatically assigned to the documents by the model. 
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10. Conclusion  

In this document, we have provided an overview of the ETOE extraction and enrichment 
mechanisms currently under development and evaluation in WP3 of ARCOMEM. Our current 
algorithms, implementations and current results of experiments and evaluations based on focused 
ARCOMEM crawls and use case data have been presented. In addition, the overall integration with 
the ARCOMEM architecture and processing flows was proposed. Special attention was dedicated 
to our plans and initial results to address temporal aspects (Section 6. Temporal Aspects and 
dynamics detection), one of the key challenges of digital preservation of Web content. 

While the current document has focused on introducing the key technologies developed in WP3, 
the upcoming deliverable D3.3 will particularly focus on the integration with the overall ARCOMEM 
architecture and use cases and more elaborate evaluation based on large-scale data, as opposed 
to the rather limited dataset considered for the evaluation activities within this document.  
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