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1 Introduction  

1.1 The ARCOMEM Vision 

ARCOMEM is about memory institutions like archives, museums, and libraries in the age of the 
Social Web. Memory institutions are more important now than ever: as we face greater economic 
and environmental challenges we need our understanding of the past to help us navigate to a 
sustainable future. This function faces stiff new challenges in face of the Social Web, and the 
radical changes in information creation, communication and citizen involvement that currently 
characterize our information society (e.g., there are now more social network hits than Google 
searches). Social media ισ becoming more and more pervasive in all areas of life. In the UK, for 
example, it is now not unknown for a government minister to answer a parliamentary question 
using Twitter, and this material is both ephemeral and highly contextualized, making it increasingly 
difficult for a political archivist to decide what to preserve. 

The goal of the ARCOMEM project is to develop methods and tools for transforming digital 
archives into community memories based on novel socially-aware and socially-driven preservation 
models.  This will be done (a) by leveraging the Wisdom of the Crowds reflected in the rich context 
and reflective information in the Social Web for driving innovative, concise and socially-aware 
content appraisal and selection processes for preservation, taking events, entities and topics as 
seeds, and by encapsulating this functionality into an adaptive decision support tool for the 
archivist, and (b) by using Social Web contextualization as well as extracted information on events, 
topics, and entities for creating richer and socially contextualized digital archives. 

The vision of the ARCOMEM project is to leverage the Wisdom of the Crowds for rapid and 
automated content appraisal, selection and preservation of digital-born content, in order to create 
and maintain archives that reflect collective memory and social content perception, and are, thus, 
closer to their community of current and future users. For this purpose, in the ARCOMEM project 
an innovative socially-aware and socially-driven preservation model will be developed and 
investigated along three dimensions:  

 Firstly and most importantly, we will investigate the leveraging of Social Web information for 
socially-aware processes of content appraisal and selection as well as for contextualizing 
content in archives with information about their perception within society and for preserving 
this context.  

 Secondly, we will work on reflecting primary methods of cognitive information perception, 
structuring and memorization in collective memory by considering events and related 
entities and topics as a crystallization point in content selection and content organisation in 
the archive as well as for considering evolution and long-term interpretation of the archives 
(semantic preservation).  

 Finally, we will explore an explicit Social Web style for creation of archives by involving 
communities, sharing effort, and strong interlinking. 

Results from these three dimensions will be combined in a synergetic way into intelligent and 
adaptive decision support for content appraisal and selection for the preservation of digital born 
content. The decision support will be based upon combining and reasoning about the extracted 
evidences and inferring semantic knowledge, combining logic reasoning, with adaptive content 
selection strategies and heuristics. This will enable archivists to trigger interactive and intelligent 
content appraisal and selection processes in two ways: either “by example” or by a high-level 
description of relevant entities, topics and events. Various sources such as archivist feedback, 
archive usage patterns, patterns extracted from Social Web analysis, etc. will be used to learn and 
improve the content collection heuristics and strategies. The resulting decision support tool will be 
integrated with existing technology for content appraisal, selection and content collection (crawling) 
for enabling the archivist to build better archives in a more effective and efficient way.  
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1.2 Purpose of this document 

The aim of this document is to update the use cases presented in deliverable D1.1, refine the user 
requirements and present the final, detailed ARCOMEM system architecture. The first step is to 
refine the use cases relevant to the two ARCOMEM applications based on the feedback on the first 
ARCOMEM prototype from the intended target groups. The uses cases are re-prioritized and an 
updated set of requirements is extracted, which leads to the specification of the overall 
architecture. Requirements analysis is about refining the software product so that is meets the user 
needs, as opposed to simply meeting their specification. 

Factors influencing the detailed architecture of the ARCOMEM system can be grouped, according 
to their characteristics, into categories: 

 Functional requirements (What the system will be capable of doing)  

The goals that users want to reach and the tasks they intend to perform with the new software 
must be determined. By recognizing the Functional Requirements, we understand the tasks that 
involve the abstraction of why the user performs certain activities, what his constraints and 
preferences are, and how the user would make trade-offs between different products- software 
applications. The important point to note is that WHAT is wanted is specified, and not HOW it will 
be delivered. 

 Data organization 

The logical organization of the data used by the system, and its interrelationships fall into this 
category. 

 Infrastructure requirements 

Special hardware or already existing hardware / software systems that must be used in the project 
fall into this category.  

 Non-functional requirements (The restrictions on the types of solutions that will meet the 
functional requirements)  

Specification of non-functional requirements includes the categorization of the users (professionals 
and personal users), the description of user characteristics such as prior knowledge and 
experiences, the special needs of professional (journalists, editors, etc) and personal users (news 
audience), subjective preferences, and the description of the users’ environment, in which the 
product or service will be used. Legal issues, intellectual property rights, security and privacy 
requirements are also an issue. 

1.3 Document structure 

In the current Section, we gave an overview of the project. The structure of the rest of this 
document is as follows: In Section 2 we present the preservation strategy followed in ARCOMEM, 
giving emphasis on the semantic aspect. Section 3 is dedicated to the refinement of the 
requirements for both ARCOMEM applications. After the definition of the various actors and the 
use cases they act upon, we present a comprehensive list of requirements for the ARCOMEM 
system. Section 4 contains the initial feedback from the intended target groups of the two 
ARCOMEM applications. The updated data model along with the detailed ARCOMEM system 
architecture are presented in Section 5. Section 6 describes the release planning of the 
ARCOMEM core system and finally, Section 7 concludes the document. 
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2 Preservation in ARCOMEM  

2.1 Preservation Strategy  

ARCOMEM’s preservation strategy is limited to Web archiving. In alignment with the OAIS model 
[10] ARCOMEM targets the ingest and access part of web archiving. More concretely ARCOMEM 
eases the selection and appraisal of Web and Social Web content. The ‘Crawler Cockpit’ enables 
the archivist to setup and run a web archiving campaign. Crawl results are stored as WARC files.  

The WARC (Web ARChive) format is an ISO standard. This choice of long-time web preservation 
format is consensus inside the community of national libraries and archives worldwide. In addition 
accessibility to WARC files is secured by open source tool boxes like the “Wayback Machine” 
provided by archive.org. 

The WARC file format offers a convention for concatenating multiple resource records (data 
objects), each consisting of a set of simple text headers and an arbitrary data block into one long 
file. The WARC format is an extension of the ARC file format that has traditionally been used to 
store "web crawls" as sequences of content blocks harvested from the web. Each capture in an 
ARC file is preceded by a one-line header that very briefly describes the harvested content and its 
length. This is directly followed by the retrieval protocol response messages and content. The 
original ARC format file has been used by the Internet Archive (IA) since 1996 for managing 
billions of objects, and by several national libraries. 

The WARC format is expected to be a standard way to structure, manage and store billions of 
resources collected from the web and elsewhere. It will be used to build applications for harvesting 
(such as the open source Heritrix web crawler), managing, accessing, and exchanging content. 
The way WARC files will be created and resources stored and rendered will depend on software 
and applications implementations. Besides the primary content recorded in ARCs, the extended 
WARC format accommodates related secondary content, such as assigned metadata, abbreviated 
duplicate detection events, later-date transformations, and segmentation of large resources. The 
extension may also be useful for more general applications than web archiving. To aid the 
development of tools that are backwards compatible, WARC content is clearly distinguishable from 
pre-revision ARC content. The WARC file format is made sufficiently different from the legacy ARC 
format files so that software tools can unambiguously detect and correctly process both WARC and 
ARC records; given the large amount of existing archival data in the previous ARC format, it is 
important that access and use of this legacy not be interrupted when transitioning to the WARC 
format 

ISO 28500:2009 specifies the WARC file format as following [1] :  

 to store both the payload content and control information from mainstream Internet 
application layer protocols, such as HTTP, DNS, and FTP; 

 to store arbitrary metadata linked to other stored data (e.g., subject classifier, discovered 
language, encoding); 

 to support data compression and maintain data record integrity; 

 to store the results of data transformations linked to other stored data; 
 

ARCOMEM exports the harvested web and API resources together with the corresponding results 
of the online and offline analyzing modules to WARC files. 

There after end users like journalists or parliamentarians can search and browse the archived 
content and annotated meta data via the ‘Search and Retrieval Application’.  

Thus ARCOMEM does not contribute to the OAIS entities of archival and storage, data 
management, administration and preservation planning. That we leave this to other 
projects/initiatives like the Open Planets Foundation. 
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For the broadcasters' archives, preservation of its own audio and video content in high resolution 
quality is fulfilled in accordance to national legal deposit prescriptions and international treaties [2] .  

2.2 Semantic Preservation  

ARCOMEM aims at complementing the OAIS understanding of semantic information. In OAIS 
semantic information is defined as “the Representation Information that further describes the 
meaning beyond that provided by the Structure Information”. This definition focuses on the 
technical interpretability data object transforming them into an information object in a human 
understandable form. This technical interpretation of semantic information has been addressed in 
numerous projects and research activities (e.g., Open Planets Foundation) and is not part of the 
ARCOMEM research. Instead ARCOMEM focuses on preserving the meaning and interpretation of 
an information object for humans at the time of the creation of that object.  

The human understanding of an information object at a later point in time requires, depending on 
the kind of information object, additional context information. While traditional materials like papers 
or books often bring enough context information for the understanding, this is rarely the case for 
user generated content on the Social web. A twitter message like “The new #ipod is cool 
http://bit.ly/NWou” will be hardly understandable in 50 years without additional knowledge. We 
don’t know today if iPods will still exist or if people will know what an iPod was in 2012. Therefore 
the major entities and concepts (portable media player in the iPod example) should be preserved 
together with the content.  

ARCOMEM links identified entities and concepts to the linked data cloud e.g. DBpedia. When 
searching across long-term archives, different instances of a concept like “portable media player” 
might occur, e.g., Walkman, Watchman, Discman, MP3 Player, iPod. URIs as references to an 
entity help identifying information objects with similar semantics. The benefit for the reader is that 
he can get contextual information in terms of related documents as well as a description of the 
entity. This ensure a long-term semantic interpretability of the content. 

While prominent concepts like the “portable media player” are also documented in Wikipedia, 
DBpedia and other sources there are also undocumented changes and evolutions in the daily 
language. In cases where the evolution of an entity cannot be derived from the external sources, a 
named entity evolution detection will be developed as part of WP3. The result of this module will be 
clusters of terms that describe the named entity and link them to other named entities of the same 
concept.  

In addition there is also generic evolution of daily languages. An example such an evolution is the 
term “cool” in the tweet above. The term “cool” referred in the past to low temperatures. Later it got 
also the meaning of “calmness”. However, in the tweet above “cool” is meant as very good. As 
these kinds of language evolution are rarely documented. The language evolution detection task in 
WP3 is working towards an automatic method for the detection of language evolution. 

A complementing approach to preserve the context of the Social Web is to ensure that links 
mentioned in relevant user generated content are always followed for at least one hop. Even if 
such an approach is in general recommended, the implementation in a crawl depends on the aim 
of the crawl and the crawl engineer.  

To address semantic preservation ARCOMEM enriches all crawled Web objects with semantic 
information like topics, entities, events and opinions. These information are represented in RDF 
triples. During the creation of the WARC files, the semantic information will be exported as 
serialized RDF and stored together with the Web objects in the WARC files as meta-information. It 
is also planned to preserve finding from cross archive analysis (e.g. language dynamics) for the 
later usage by the application and as a ground truth for further research. 
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3 Application Requirements Analysis  

3.1 Application Scenario Overview 

The two ARCOMEM applications are used for validating and showcasing the ARCOMEM 
technology, for providing a blueprint for the adoption of ARCOMEM technology and for increasing 
the visibility and impact of the ARCOMEM project results. They are considered in the project in 
order to illustrate and test in real-life settings the tools developed in ARCOMEM and to collect 
feedback and requirements from these settings. However, even if the technology will be fine-tuned 
(in terms of the language, events and topics detected) to adapt to these domains, in the first place, 
the tools and components of the ARCOMEM systems are designed and developed as generic 
technologies. This technology can be adapted to a wide variety of settings, where organizations or 
individuals need to expand the reach and accuracy of content selected for preservation by 
leveraging the conversational web.  

The first ARCOMEM application will target the Social Web driven event and entity aware 
enrichment of media-related Web archives as they are, for example, required by broadcasting 
companies. This showcase will be driven by two broadcasting companies, who are members of the 
ARCOMEM consortium. The second ARCOMEM application will validate and showcase the use of 
ARCOMEM technology for the effective creation of Social-web-aware political archives based on 
Web archives and other digital archives. This will be driven by a consortium of parliaments from 
different countries in Europe. 

3.1.1 Journalist Scenario 

Due to the increasing importance of the web and social web, journalists will in future not be able 
anymore to only use reliable sources like news agencies, PR-material or libraries. User generated 
content will become another important information source. This shift in importance is also the case 
when own events should be documented and their impact should be analyzed. In both cases it is 
important that the user generated content stays accessible even if the original source disappears. 
In addition they need support in the verification of the information. Therefore context information 
such as the user, the event, related links or entities mentioned on the Web pages need to be 
preserved as well. In addition content that should be archived needs to be checked by a reliable 
archivist and journalist. The final Web archive will allow an effective use of the content even 
decades later.  

3.1.2 Parliament Scenario 

Parliament libraries provide Members of Parliament (MP) and their assistants, journalists, political 
analysts and researchers’ information, research and documentation for parliamentary issues. 
Beside traditional publications the Web and the Social Web plays an increasingly important role as 
an information source since it provides important and crucial background information, reactions 
and comments made by the general public. It is in the interests of the parliaments to create a 
platform for preserving, managing, mining and analyzing all the information provided in the social 
media. For gathering the information from the web the crawl specification consists of a number of 
parameters like search string with events, locations, entities, etc., an initial seed lists, social media 
categories, etc.  
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3.2 Actors 

Anonymous User End User

«extends»

ArchivistCrawl Engineer Technician

«extends»«extends»

Memory Institution Service Provider

Journalist Parliamentarian

«extends»
«extends»

Broadcaster Parliament

«extends»«extends»
«extends»

Evaluation User

«extends»

   

Figure 1: ARCOMEM Actors 

3.2.1 Memory Institution 

Memory institutions are libraries or archives that preserve the cultural heritage of a society. 
Typically these are state or national libraries and archives. In addition there are public and private 
institutions focusing on a certain topic, e.g. documentary film, literature, broadcaster content, or 
press. In general memory institutions share a common preservation process: (1) selection, (2) 
indexing, (3) annotation, (4) storage, (5) access. With respect to public access, the institution 
policies vary due to legal constraints. 

User roles: Archivists manage the preservation process. Anonymous users or registered users 
search and retrieve archived content. 

3.2.2 Broadcaster Archive 

The Broadcaster Archive is a specialization of the Memory Institution. Broadcaster archives are in 
general production focused archives. Their goal is to store and provide access to proprietary and 
licensed content of different media types (video, audio, press, web). In addition German public 
broadcaster archives are by law responsible to preserve their own audiovisual heritage. 
Broadcaster archives offer in general no public access, forced to do so by legal restrictions. 

User roles:  Archivists manage the preservation process. Journalists search the archives to get 
content for their stories.  

3.2.3 Parliament Archive 

The parliament Archive is a specialization of the Memory Institution. It mainly aims to support the 
parliamentary work. It especially corroborates the members of the parliament and their assistants, 
as well as all the departments of the Parliament, providing information on matters of parliamentary 
interest. Parliament archives are sometimes also open to the public, which can get information on 
the parliamentary activities and the legislative procedure, on current legislation and records of 
parliamentary debates. 

User roles:  Archivists manage the preservation process. Parliamentarians search the archives to 
get information on matters of parliamentary interest.  
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3.2.4 Service Provider 

A service provider is a business that supplies expert care or specialized services. Although the 
term service provider can refer to organizational sub-units, it is more generally used to refer to third 
party or outsourced suppliers. The service provider in the ARCOMEM project is a company that 
provides the ARCOMEM system as a service to Memory Institutions and their End Users. 

3.2.5 Anonymous User 

This user type is the most general of all user types. An Anonymous User is a person that can only 
search and browse the Web archive if the memory institution allows anonymous access. This user 
is not able to provide any input (e.g. evaluation, annotations, crawl specification) to the system. 
The Anonymous User can make use of the system functionalities Searching (section 3.4.1), 
Browsing (section 3.4.2) and Video Player (section 3.4.3).These user options are included in the 
SARA (Search And Retrieval Application) application, whose functionalities and evaluation will be 
described in detail in deliverables 8.2 and 9.2 

3.2.6 End User 

The End User is a specialization of the Anonymous User. This person is known to the memory 
institution. He is allowed to search and browse the Web archive and if required evaluate the 
content in SARA. As the supertype of all users active in Arcomem user scenarios, the End User is 
by definition involved in all tasks. 

3.2.7 Evaluation User 

The Evaluation User is a specialization of the End User. He is able to access the evaluation view of 
SARA and to give feedback to the ARCOMEM system.  

Use Cases: Evaluation 

3.2.8 Archivist 

The Archivist is a specialization of the End User. This person is responsible for the whole crawling 
process. Thus he is able to access the crawler cockpit.  

Use Cases: Crawl Specification, Crawl Planning, Offline Trigger, Crawl Preference, Quality 
Assessment, Preservation. 

3.2.9 Crawl Engineer 

The Crawl Engineer is responsible to run, monitor and analyse the crawling system and to ensure 
the quality on all aspects of crawler operations.  

Use Cases: System Maintenance 

3.2.10 Technician / System Administrator 

The Technician/System Administrator is an IT member that maintains and operates a computer 
system and/or network. They are charged with installing, supporting and maintaining servers or 
other computer systems and responding to service outages and other problems. 

Use Cases: System Maintenance 
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3.2.11 Journalist 

The journalist is a specialization of the End User. This person is an employee of the broadcaster 
and has access to the Web archive. He is allowed to search and browse the Web archive via 
SARA (Search And Retrieval Application). However he is not able to access the crawler cockpit. 

Use Cases: Searching the Web Archive, Browsing, Video Player 

3.2.12 Parliamentarian 

The parliamentarian is a specialization of the End User. Parliamentarians include MPs and their 
assistants, as well as the staff of parliamentary groups and have access to the Web archive. They 
are allowed to search and browse the Web archive via SARA (Search And Retrieval Application). 
However they are not able to access the crawler cockpit. 

Use Cases: Searching the Web Archive, Browsing, Video Player 

3.3 Use Cases Crawler 

3.3.1 Crawl Setup & Refinement 

 

 

Figure 2: Crawl setup sequence 
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 The Archivist enters crawl specification and schedules the crawlers. He starts or stops the 
crawlers manually or the crawlers run in a defined time range. While the crawlers and online 
analysis run, he assesses the crawled URLs and online analysis results.  

After the crawlers stopped the offline analysis is triggered. The archivist can choose to start or stop 
the offline analysis manually or it runs automatically straight after the crawlers stopped. Again the 
archivist can assess the crawled URLs and offline analysis results. 

When the offline phase is done, the archivist chooses to use the analysis results to refine the crawl 
specification and launch a successive crawl. Finally he selects the content that must be preserved. 
The crawled web resources and corresponding analysis results (ARCOMEM meta data) are 
exported to the WARC file format.  

 

Figure 3: Crawl Setup options (appendix A lists a comprehensive view of all options) 
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No. Description 

1. Here you can define the keywords for the data harvesting process. 

2. Here you can define a specific event e.g. “Rock am Ring 2012”. 

3. Here you can define the date of the event. 

4. Here you can define a specific geo location (country and place) for the campaign. 

5. 
Here you can narrow down the circle of persons that are relevant for the 
campaign.  

6. Here you can define the gender of the selected persons. 

7. 
Here you can define if content from a specific organization is relevant for the 
campaign. 

8. Here you can narrow down the relevant content languages for the campaign. 

9. Here you can define the URLS, the scope and frequency of the crawl. 

10. Here you can schedule the crawl.  

11. Here you can specify the schedule definition by year-month-day-hour and minute. 

Table 1: Explanation of crawl setup options 

3.3.1.1 Crawl Specification 

Name Crawl Specification 

Actors Archivist 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition Crawl not specified 

Post Condition Crawl specified  

Description Specification of a new crawl. The crawl specification included 
reference URLs, initial seedlist, social media apis, keywords, entities, 
topics, events, … 

Scenario(s)  Archivist creates a new crawl specification 

 Archivist refines an existing crawl specification 

3.3.1.2 Crawl Planning 

Name Crawl Planning 

Actors Archivist 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition Crawl Specification exists 

Post Condition Crawl has been scheduled and the plan has been send to the crawler 
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Description Schedules a new crawl for a given crawl specification to start, stop 
now or at a given date time. 

The Crawl Planning get regular updates about the crawl status 

Scenario(s)  Archivist created a new crawl specification and schedules the 
crawl 

 Archivist uses an existing crawl specification and schedules 
the crawl 

 Archivist gets information about the crawl status 

3.3.1.3 Offline Trigger 

Name Offline Trigger 

Actors Archivist 

Generalization of ./. 

Specialization of Crawl Planning 

Contains ./. 

Precondition Online phase is done 

Post Condition Offline phase is started / stopped 

Description Schedules the offline analyzing phase to start, stop now or run 
automatically straight after the online phase  

Scenario(s)  Archivist wants to run offline phase in “autopilot” 

 Archivist wants to start, stop the offline phase manually 

 

3.3.1.4 Crawl Preferences 

Name Crawl Preferences 

Actors Archivist 

Generalization of ./. 

Specialization of Crawl Specification 

Contains ./. 

Precondition Crawl preferences default values 

Post Condition Crawl preferences default values changed  

Description Changes the preferences of the crawl specification 

Scenario(s)  Archivist edits an API key 

 Archivist edits the url of a social media search engine, e.g. 
google blog search 

3.3.2 Quality Assessment 

Name Quality Assessment 

Actors Archivist 
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Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition online and/or offline analyzing phase 

Post Condition Crawled data and meta data are reviewed 

Description Search knowledge base to investigate ETEOs and results of 
ARCOMEM online and offline analyzing modules. 

Crawled web pages are not displayed. Links point to the “live web” 

Scenario(s)  Archivist investigates results while online phase 

 Archivist investigates results while offline phase 

 Archivist investigates results after offline phase 

 

3.3.3 Preservation 

Name Preservation 

Actors Archivist 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition Online and offline analyzing phase are done 

Post Condition WARC files are created 

Description Search knowledge base to identify content that should be archived. 
Only selected content items are exported. The WARCs include the 
archived web resources and the ARCOMEM meta data. 

 

Scenario(s)  After online and offline phase the archivist decides what 
content should be preserved 

 After online and offline phase some predefine content is 
automatically preserved 

 

 

3.3.4 System Maintenance 

Name System Maintenance 

Actors Technician, System Administrator, Crawl Engineer 

Generalization of ./. 

Specialization of ./. 
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Contains ./. 

Precondition An abnormal condition is detected by any means (web interfaces, 
system monitoring tools, etc.) 

Post Condition The system is fully operational again 

Description A bug in any software component or an `environmental' issue 
(hardware fault, lack of storage space, etc.) can disrupt the system 

Scenario(s) When an abnormal condition occurs, in addition to the use of generic 
system monitoring tools and logging systems, the administrator can 
rely on the wealth of logs the ARCOMEM components produce using 
modern logging libraries such as log4j, and sometimes also counters 
that provide valuable information to pinpoint the source of the issue. 

3.4 Use Cases Applications 

3.4.1 Searching the Web Archive 

Name Search 

Actors Journalist, Parliamentarian 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition WARCs are indexed by SARA application 

Post Condition SARA displays results (content + meta data) 

Description Search ARCOMEM meta data and full text search 

Offer logical operators (and, or, not) 

Facetted search 

Range search, e.g. date range 

Scenario(s)  Journalist or parliamentarian searches for e.g. certain entity, 
opinion or smc 

 Journalist or parliamentarian searches for e.g. a certain 
phrase or citation 

 

3.4.2 Browsing 

Name Browsing 

Actors Journalist, Parliamentarian 

Generalization of ./. 

Specialization of Search 

Contains ./. 



D1.2 Updated User requirements and System Architecture Page 21 of 90 

2012 © Copyright lies with the respective authors and their institutions. 

 

Precondition WARCs are indexed by SARA application 

Post Condition SARA displays results (content + meta data) 

Description SARA offers browsing context links, timeline view and optional map 
view (if supported by the data, e.g., exploitable geo information) 

Scenario(s)  Journalist or parliamentarian want to see related content 
items 

3.4.3 Video Player 

Name Video player 

Actors Journalist, Parliamentarian 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition WARCs contain streamable video file(s) that require no transcoding 

Post Condition SARA may provide a video player that points at the link of the 
streamable video 

Description SARA forwards streamable video file links to a provided player 

Scenario(s)  Journalist or parliamentarian want to watch an archived video 

3.4.4 Evaluation 

Name Evaluation 

Actors Evaluation User 

Generalization of ./. 

Specialization of ./. 

Contains ./. 

Precondition ARCOMEM processing results 

Post Condition Export of evaluation data to RDF store in order to enable 
aggregation/summarization 

Description Evaluation of ARCOMEM processing results 

Scenario(s)  Test and evaluate ARCOMEM modules 

 Train the ARCOMEM system 

3.5 Non-functional Requirements 

Apart from the functional requirements described above, which specify the system behavior and 
reflect the use cases that the ARCOMEM actors can perform, the ARCOMEM architecture is 
equally driven by several non-functional requirements which define the qualities of the system. 
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Scalability 

Scalability in the context of the ARCOMEM system is mainly related to the scalability of the content 
analysis tasks. These tasks have to deal with large amounts of web content, in the order of 
Terabytes, and related information like social graphs and should therefore rely on large-scale 
distributed processing platforms. The ARCOMEM project will make use of state of the art parallel 
computing frameworks such as the Hadoop Map/Reduce [3] [4] framework to ensure scalability. 
Hadoop Map/Reduce is a software framework for easily writing applications which process vast 
amounts of data in parallel on clusters of commodity hardware. The Hadoop framework is flexible 
w.r.t. programming language used. Although Hadoop is written in Java, Map/Reduce applications 
can be written in other languages but executed within the Hadoop framework. 

The choice of the Map/Reduce framework for processing data does not compromise data integrity. 
Since the Map/Reduce framework is based on clear input and output specifications the scalable 
processing of the data can be de-coupled from the underlying data storage model. Existing storage 
and business systems currently in use by the project partners can be oblivious to the way 
Map/Reduce works as long as the data can be exported in the right format and the aggregated 
information imported after the Map/Reduce framework has done all the heavy lifting. 

Availability – Robustness 

Availability of the ARCOMEM system is an important aspect to allow regular and timely crawls. 
However, more important is the robustness of system regarding the dynamics of the Web. The 
Web is a constantly evolving information space where users and crawlers are constantly faced with 
new technologies but also with changes of senses, semantics, perceptions, etc. inside the Web 
pages. Since the core of the ARCOMEM system is relying on semantic information, the dynamics 
on this level have to be addressed seriously.  

Efficiency 

The ARCOMEM system will require many computation and storage resources for analyzing large 
amounts of Web data in a reasonable time. Beside the storage resource for archive purposes also 
a large database for the temporal storage of crawl results for analysis and enrichment is 
necessary. Since computational resources and fast online storage is typically limited at archival 
organizations they have to be used in an efficient way, e.g. redundant tasks and redundant data 
should be avoided if possible or parallel processing should be used to efficiently use computational 
resources (see also scalability).  

Service oriented 

Service oriented architectures (SOA) are following in general the guiding principles of reuse, 
granularity, modularity, composability, componentization and interoperability. Compared to a 
traditional monolithic application design, SOA has many advantages. Services offer a higher level 
of flexibility, as services can be composed on demand to provide new functionalities. Furthermore 
services can be spread and replicated on other machines in a network ensuring a good quality of 
service and high fault-tolerance by dynamically distributing the load. A number of technologies 
exist for implementing SOA like Web Services, REST, CORBA, etc. The concrete technology 
decision will be taken later in the implementation phase of the project.  

Clear API and interaction definitions 

Each module in the ARCOMEM architecture must specify a list of public methods (services) that 
can be used in the workflow. The data flow between the modules will also be defined as 
input/output parameters for each method. Specifying a generic API for the software modules will 
hide the implementation details.  

Privacy 

A major source of information to guide the crawler in ARCOMEM is the Social Web. The Social 
Web contains plenty of personal information that will be collected and analyzed. However, it is not 
the intent of the project to collect and archive any sort of personal information (e.g., user profile 
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info). Contrarily, ARCOMEM is targeting to produce an "aggregate" version of this content. Our 
tools perform statistical analysis and produce meaningful "summaries" of the collected data, 
therefore the data will be anonymized and no personal information will be collected and stored. In 
the cases, where applications demand collection of data related to persons and use them in the 
analysis and enrichment process of ARCOMEM, this will be done within either a controlled 
environment or existing anonymization methods (e.g., k-anonymity) will be applied upon the data 
before their use.  

Portability 

To ensure a wider usage of the ARCOMEM system after the end of the project by different 
organizations and environment it is necessary to keep the system as portable as possible. This can 
be ensured by using portable programming languages like Java and standard tools and libraries 
that exist on a wide variety of platforms. 

3.6 Prioritization of Requirements 

The application requirements presented in the previous section have been restructured and 
weighted in the following regarding their priorities for the ARCOMEM system. The functionalities 
have been classified into the priority groups of “must”, “should”, and “could”. 

3.6.1 Crawler Requirements 

Complex crawl specifications  Must  

Crawl of entity, event and topic related pages  Must  

Crawl refinement  Must  

Crawl workflow support  Must  

Support for different kinds of social web site types  Must  

WARC file creation  Must  

API based crawling  Must  

Content verification  Should  

Social and demographic information  Should  

Support for complex page crawling  Should  

Crawl of social graphs  Should  
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3.6.2 Application Requirements 

Content enrichment with semantic, technical and other meta-information  Must  

Influence/Reputation of users on Twitter  Must  

Popularity of sites  Should  

Duplicate detection of videos and text  Should 

Diversification of opinions and facts  Should  

Sentiment analysis  Should  

Detailed usage information  Could  
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4 Feedback on the 1st ARCOMEM Release 

In order to refine the use cases and draw the updated requirements for the ARCOMEM platform, 
the initial feedback from the intended target groups of the two ARCOMEM applications was taken 
into account. This feedback concerns three major parts of the ARCOMEM system, which the users 
interact with: The Crawl Analysis, the Crawler Cockpit and the SARA (Search and Retrieval 
Application) interface. 

4.1 Crawl Analysis  

This section describes the experience gained from the API crawling campaign targeted to  the 
Rock am Ring festival, which took place in June 2012. 

4.1.1 Specifications 

Technique used: repeated multi-platform keyword crawls (every six hours) 

Keyword list: [ '#rar', 'rar2012', 'rar12', 'rock am ring', 'rockamring', 'swr', 'swr3', 'dasding', 'einsplus' ] 

Platforms: [ facebook, flickr, google_plus, twitter, youtube ] 

Start date: 02 June, 14:18 (CET) 

End date: 08 June, 0:56 (CET) 

Data : Accessible on arcomem@ia200134.eu.archive.org:~/apicrawler/output/*/1206rar/ 

4.1.2 Qualitative analysis of the crawl 

The API Crawl has been overall positive. It fed the IMF crawler with many links, some of them 
being of high quality. Due to the iteration, many links were sent several times but the Heritrix 
crawler managed to detect them and if relevant, not to crawl them again. It also created a large 
quantity of semi-structured data and the system has proven robust. However, there were still open 
questions: 

 The triple-making process requires fine-tuning to send clean and convenient data to the 
triple store. 

 Concrete improvements thanks to the crawl experience (controllers, interfaces, logging, 
etc.) 

4.1.3 Detailed results 

links sent to the Heritrix crawler: 8525880 

unique links: 163486 (sample in Appendix B.1) 

semi-structured data (directly received from the API): stored as WARC files and directly converted 
to triples 

triples: 81359994 

triples scheme: cf. Appendix B.2 

4.1.4 Outcomes of this analysis 

From what we learned, we were able to upgrade the API crawler with the following features: 
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 a simplified triple model for API data  

 a triple-making module that converts the API data to the simplified model 

 a new logging strategy 

 a better WARC storage module 

 a new interface with the IMF pipeline 

 a better interface with the triple store 
 

We also learned that it is not necessary to repeat the crawl too frequently for most platforms, 
Twitter excepted. 

4.2 Crawler Cockpit User Interface  

This section briefly describes the crawler cockpit V1 user interface, as agreed upon and 
implemented within work packages 8 and 9. A thorough analysis and evaluation of the tool can be 
found in D8.2 and D9.2. 

4.2.1 Campaign Overview 

This view of the crawler cockpit gives an overview of the performed campaign. More specifically it 
presents the title and description of a campaign including a brief overview of key metrics e.g. 
ETOEs, sources, activity. 

 

 

Figure 4: Campaign overview 
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4.2.2 Campaign Setup 

With this option the user can setup a new campaign by defining different options to describe the 
targeted event by means of keywords, entities including logical operators and a selection of seed 
URLs, social media APIs and search engines. 

 

 

Figure 5: Campaign setup 

4.3 SARA (Search And Retrieval Application) User Interface  

This section describes the main functionalities of the SARA User Interface V1, as defined and 
implemented within work packages 8 and 9. A thorough analysis and evaluation of the tool can be 
found in D8.2 and D9.2. 

4.3.1 Start Page 

The start page offers a search interface plus prominent teasers for latest event campaigns. 
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Figure 6: Start Page 

4.3.2 Search and Retrieval 

SARA includes full text search and different filter options. The facets on the left display ARCOMEM 
meta data. The tabs on top offer browsing by media type. The results include an image if available 
and a short content description. 
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Figure 7: Search and Retrieval 

4.3.3 Result Details 

The result details show annotations, context information and links to related content. 

 

Figure 8: Result Details 
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5 ARCOMEM Approach and Architecture  

The goal for the development of the ARCOMEM crawler architecture is to implement a socially 
aware and semantic-driven preservation model. This requires thorough analysis of the crawled 
Web page and its components. These components of a Web page are called Web objects and can 
be the title, a paragraph, an image or a video. Since a thorough analysis of all Web objects is time-
consuming, the traditional way of Web crawling and archiving is no longer working. Therefore the 
ARCOMEM crawl principle is to start with a semantically enhanced crawl specification that extends 
traditional URL based seed lists with semantic information about entities, topics or events. This 
crawl specification is complemented by a small reference crawl to learn more about the crawl topic 
and intention of the archivist. The combination of the original crawl specification with the extracted 
information from the reference crawl is called the intelligent crawl specification. This specification, 
together with relatively simple semantic and social signals, is used to guide a broad crawl that is 
followed by a thorough analysis of the crawled content. Based on this analysis a semi-automatic 
selection of the content for the final archive is carried out. 

 

 

 

Figure 9: Semantic Architecture Overview 

Crawler

Cross Crawl Analysis

Online 

Processing

Offline 

Processing

Queue 

Management
Application-Aware 

Helper

Resource Selection

& Prioritization

Resource 

Fetching

Intelligent 

Crawl 

Definition

Consolidation

Enrichment

GATE Offline Analysis

Social Web Analysis

GATE Online Analysis Social Web Analysis

Named Entity

Evol. Recog.

Extracted 

SocialWeb 

Information

Crawler 

Cockpit

ARCOMEM

Storage

URLs

Relevance Analysis 

&

Priorization

Image/Video Analysis

Twitter 

Dynamics

WARC Export

WARC

Files

Applications

Broadcaster

Application

Parliament 

Application



D1.2 Updated User requirements and System Architecture Page 31 of 90 

2012 © Copyright lies with the respective authors and their institutions. 

 

The translation of these steps into the ARCOMEM system architecture foresees four processing 
levels: the crawler level, the online processing level, the offline processing level, and dynamics 
analysis, that revolve around the ARCOMEM database as depicted in Figure 9. The ARCOMEM 
database – consisting of an object store and a knowledge base – is the focal point for all 
components involved in crawling and content analysis. It stores all information from the crawl 
specification over the crawled content to the extracted knowledge. Therefore a scalable and 
efficient implementation together with a sophisticated data model is necessary (see Section 5.1). 
The different processing levels are described as follows: 

 

Figure 10: Schematic Overview of the ARCOMEM Crawling Phases 

 

Crawling Level 

At this level, the system decides and fetches the relevant Web objects as these are initially defined 
by the archivists, and are later refined by both the archivists and the online processing modules. 
The crawling level includes, besides the traditional crawler and its decision modules, some 
important data cleaning, annotation, and extraction steps (we explain this in more detail in 
deliverable D5.2 and D5.3). The Web objects (i.e., the important data objects existing in a page, 
excluding ads, code, etc.) are stored in the ARCOMEM database together with the raw 
downloaded content. 
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from the intelligent crawl specification are used to prioritize the crawler processing queue. Due to 
the near-real-time requirements, only time-efficient analysis can be performed, while complex 
analysis tasks are moved to the offline phase. The logical separation between the online 
processing level and the crawler level will allow the extension of existing crawlers at least with 
some functionalities of the ARCOMEM technology. 

 

Offline Processing Level 

At this level, most of the basic processing over the data takes place. The offline, fully-featured, 
versions of the entity, topics, opinions, and events analysis (ETOE analysis) and the analysis of the 
social contents operate over the cleansed data from the crawl that are stored in the ARCOMEM 
database. These processing tools perform linguistic, machine learning and NLP methods in order 
to provide a rich set of metadata annotations that are interlinked with the original data. The 
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respective annotations are stored back in the ARCOMEM database and are available for further 
processing and information mining. After all the relevant processing has taken place, the Web 
pages to be archived and preserved are selected in a semi-automatic way. Finally, the selected 
original pages are transferred to the Web archive (in the form of WARC files, s.a. Section2).  

 

Cross Crawl Processing Level 

Finally, a more advanced processing step takes place that operates across different crawls and 
crawl campaigns. This allows analysis in the content that requires longer time spans but also to 
work on a larger set of Web objects of a specific kind if a single crawl is not able to collect enough 
of them.  

The analysis over longer time spans allows registering the evolution of various aspects identified 
by the ETOE and Web analysis components. As such, it produces aggregate results that pertain to 
a group archive of objects, rather than to particular instances.  

 

Applications 

We implement customized methods to interact with the ARCOMEM crawler and ARCOMEM 
database. The Crawler Cockpit allows archivist to specify or modify crawl specifications and do the 
quality assurance. By explicitly marking certain pages as relevant to a crawl, the intelligent crawler 
can - even during a crawl campaign - learn more about the crawl intentions and crawl specification. 
This is especially important for long running crawls with broader topics. The intentions behind 
broader crawl topics are less precise and rather abstract, which leads to a semantically more 
generic crawl specification. Examples for this are the financial crisis or elections. In these cases, 
sub-topics, entities, and events are changing more often than during highly focused crawls and 
therefore require regular adaption of the crawl specification. 

The archivist tool is also used to create the final Web archives. Based on a relevance analysis, a 
semi-automatic method proposes to the archivist relevant Web pages from the ARCOMEM 
database that should be preserved. The archivist always has the possibility to include or exclude 
pages from this selection. Finally, the selected content will be transferred to the WARC files for 
preservation.  

The SARA end-user applications allow users to search the archives by domain, time and 
keywords. Furthermore, browsing the archives via different facets like topics, events, and entities, 
and visualizing the sentiments of Social Web postings complement the end user application. 
However, the applications are not limited to the described examples. The ARCOMEM system is 
open to any kind of application that wants to use it. 

5.1 Data Model 

The data model defines the structure of the central repository for all knowledge obtained through 
the application of most Arcomem modules. The Arcomem modules obtain their input from this 
repository and use it for the storage of their output. Also, SARA (Search And Retrieval Application) 
relies on this repository for its information provision to the users. 

 

The Arcomem data model covers two different data stores: 

 The knowledge base (section 5.1.1) is an RDF repository in which crawled web objects, 
metadata regarding crawling specification, extracted semantic information and the results of 
social media analysis are stored. 
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 The HBase data model (section 5.1.2) structures the HBase data store, and specifies the 
storage structure of the crawled material. 

5.1.1 Knowledge Base Data Model  

The Knowledge Base Data Model1 (KBDB) is evolving towards its end form. From a first full 
specification of the data provided by WP3/4 (ETOES) and their realizations (see figure 5 below and 
the description in deliverable 3.2), the Knowledge Base Data Model has now extended to areas of 
Arcomem knowledge on the basis of the various activities in WP2 and 5. The resulting 
consolidated first versions of these data structures have been integrated into the Arcomem data 
model, taking into account existing classes and properties. 

The various extensions are described below. 

5.1.1.1 Crawling information from WP5 

WP5 has defined its intelligent crawling strategy including relevant concepts and properties. 

In addition to the intelligent crawl specification information units described in the next section, WP5 
has identified information that covers some aspects of social media mining in the form of the two 
concepts User and Post. The information has been integrated into the KBDB, and is described in 
the two tables below. 

 

 

 

                                                

1 http://www.gate.ac.uk/ns/ontologies/arcomem-data-model.rdf 

User Extension of User properties 

api API  from where the User is taken 

name  

nickname  

hasUri URI associated with the User 

pictureUrl Picture associated with the User 

hasPost the User's posts 

geoLocation value: xsd:string;xsd:anyURI 

Post Addition of Post concept 

With the following data properties 

api API  from where the User is taken 

fromUser Source of Post 

toUser Target of Post 

hasUri URI associated with the User 

title  

content  

hasLanguage  
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outlink consists of all the links found in a post plus the urls of the different 
objects (user or post) 

geoLocation  

publicationDate  
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Figure 11: The Data Model (stage of D3.2): a schema covering ETOES and their realizations 
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5.1.1.2 The user requirements extension defined in the first half of this year by the user 
partners. 

In the first half of this year the user requirements were extended by the user partners with 
elements that they required as additions to the original specification. This extension was checked 
against the technical partners’ ability to provide the data, and integrated into the KBDM. 

It is not to be expected that all data types will be fully instantiated. For instance, userAge and 
userGender below will not be abundantly available given the sparsity/unavailability of this 
information on the social networks we cover. 

 

 

5.1.1.3 Social media analysis (WP2) covered by WP2 

The models described in section 5.3.8 will yield a diverse set of data describing various aspects of 
social network analysis. Because these models have not yet been produced and integrated into the 
Arcomem system until December 2012, the table below provides a first partial specification of the 
social media analysis modules to be produced by WP2 partners. 

The naming of the properties has not yet been fixed, and it is possible that some parts of this 
specification will change in the near future. For now, we aim at providing an as complete as 
possible specification of the KBDM, which: 

- will assist the future integration of these modules; 

- give users a concrete impression of what these modules will provide, and  

- will steer SARA specification. 

 

No specification is yet proposed here for the storage of the following modules listed in section 
5.3.8, given the fact that they complexity issues for representation: 

5.3.8.2 Social Network Metrics Pre-Processing (YIS) 

5.3.8.5 Social Search Pre-Processing (IT) 

5.3.8.6 Trust & Reputation - Wikis - PreProcessing (IT) 

 

 

 User requirements extension 

userAge domain: User, range: xsd:integer 

userGender domain: User, range: xsd:string 

popularity domain: User, InformationRealization, range: xsd:string 

informationRealizationCategory e.g. article, comment 

domain: InformationRealization range: xsd:string 

geoLocation Extension of domain to InformationRealization; range: 
xsd:string;xsd:anyURI 

socialMediaSource Providers such as Twitter, Facebook, Flickr etc. 

domain: InformationRealization, range: xsd:string 
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5.1.2 HBase Data Model (IMF) 

Resources are stored in an HBase table2. HBase is a no SQL database written in Java and 
modeled after Google's BigTable3. Like all DBMS in this class, it sacrifices some query 
expressiveness (compared to SQL DBMSs) to achieve extreme scalability. It is also very flexible in 
the columns definition: each table is a sparse map associating a value to (key, column family, 
qualifier, date)-tuples. 

In order to provide high availability of the data, HBase keeps its data in a distributed file system 
called HDFS. This approach also diminishes the impact of a node failure on the overall data base 
system performance. The APIs for communication with the database are very similar to those 
known from the SQL/ODBC world. For instance, inserting into the database, a data object is 
created, the values for the particular column qualifiers for the before mentioned column families are 
set as raw byte values and sent to the server. The inserts are cumulated in a buffer of a predefined 
size to minimize the network communication overhead. 

The data itself is stored in one table which is divided into two column families. One column family 
stores the actual crawled content and the second one stores the meta data associated with the 
actual crawled content. The primary key for each row is then the crawled URL. This organization is 
very convenient considering the parallel processing and HBase's intrinsic column oriented way of 
storing data, e.g. we are able to carry out fast analyses of the data nature by extremely efficient 
sequential read of the metadata information. 

We store for each crawled resource, among others, extracted links pointing out from the page, or 
the list of pointers to resources embedded in the page, e.g. images, the detected MIME type. In 
general, such additional information may be stored at crawl time if available (e.g. outlinks) or might 

                                                

2 http://hbase.apache.org/ 

3 http://labs.google.com/papers/bigtable.html 

New class/property description 

userProfileRelevance 5.3.8.1 User Profile Relevance – Twitter (LUH) 

Domain: User; value: integer 

relevantSocialMediaDocument 5.3.8.3 Response to News Pre-Processing (YIS) 

Domain: Text; range: Text 

hasDiversification 

 

 

 

diversificationTarget 

diversificationScore 

5.3.8.4 Diversification Pre-Processing (ATHENA) 

Domain: Text 

Range: Diversification (class) 

 

Domain: Diversification; range: Text 

Domain: Diversification; value: xsd:float 

reputation 5.3.8.7 Trust & Reputation – Twitter – PreProcessing (IT) 

Reputation of users and data based on various metrics 
(number of followers, PageRank, etc.), computed from a 
Twitter dataset. 

domain: User, InformationRealization 

value: string 

http://hbase.apache.org/
http://labs.google.com/papers/bigtable.html
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constitute a result of a post processing done arbitrarily upon the crawled data (e.g. MIME type 
detection). Therefore, on demand the data model can be enriched. For instance, off-line analysis 
modules may also store temporary analysis artefacts, such as extracted text or named entities. 

More specifically, Collections of Web resources are oragnized in HBase tables with two mandatory 
column families, content and meta, and optional column families containing extracted information, 
defined on a per-collection basis. 

 Column family content: This family contains only one column, content, with the payload of the 
resource collected by the crawler. The payload refers to the HTTP message body, excluding 
the header.  
 
Note that we do not store in HBase contents whose size exceeds a given threshold (typically 
10 MBs) but rather put these contents as files in HDFS. In such a case, the path to the file is 
given in the meta family (see below). 

 Column family meta:  
 

ip IP of the web server from which the content has been obtained 

mime MIME type returned by the server 

length length of the payload 

statusCode HTTP status returned by the server 

header HTTP header of the response returned by the server 

contentPath for large content (see above), path to the HDFS file 

outlinks 
a serialized array holding the list of out links from the content (when the 
content is an hypertext) 

 

The representation of a resource is encapsulated in the Resource object representation, as 
explained in the following of this document. 

The querying is done using either an approach of a point query – one particular row is retrieved 
from the DB using the URL and API Get or a range of URLs is sequentially read using the Scanner 
API. In both cases the user can control which versions of the datum – a web resource is to be 
retrieved. 

IMF has developed a library that specialises HBase  to make it very convenient to manipulate crawl 
data. In particular, it provides Resource objects that shield the programmer from the low level 
encoding issues. It also provides a host of convenience utilities to run map-reduce operations, 
leveraging the HDFS framework. 

The ingestion of the crawl data works as follows: the crawler creates WARC files, a background 
process writes them to a Hadoop file system, and on the document store side, regularly, the files 
found in the dedicated directory get loaded into HBase and moved to a `completed' directory. This 
decoupled architecture ensures the processing can be interrupted and resumed at any time, 
without losing data or reprocessing files. 

5.2 Intelligent Crawl Specification  

The intelligent crawl specifications are described as RDF triples and stored in the knowledge base. 
In the following tables the triples are described in a relational fashion. The RDF model is in the final 
stage of development at the time of writing.  
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5.2.1 Campaigns and Crawls 

Subject  Predicate  Object  Comments  

:campaignId  :crawlSpecId  crawlSpecId  A campaign may have many crawls. This 
links to the latest.  

:crawlSpecId  :hasAPICrawlId  APICrawlId  Each crawl has a crawl spec for the API 
Crawler  

:crawlSpecId  :hasHTMLCrawlId  HTMLCrawlId  Each crawl has a crawl spec for the HTML 
Crawler  

:crawlSpecId  :hasICSCrawlId  ICSCrawlId  Each crawl has a crawl spec for the Online 
Analysis  

:crawlSpecId  :hasOfflineSpecId  OfflineSpecId  Each crawl has a crawl spec for the offline 
analysis phase  

:crawlSpecId  :hasPreviousCrawlId  crawlSpecId  A link to the previous crawl in the list  

:crawlSpecId  :hasStartDate  date  The start date of the crawl  

:crawISpecId  :hasEndDate  date  The end date of the crawl  

5.2.2 HTML Crawler 

Subject  Predicate  Object  Comments  

:HTMLCrawlId  :hasSeed  URL  A seed URL to be 
used to start the 
crawl  

:HTMLCrawlId  :hasLanguagePreference  :languagePreferenceId  Language 
Preference subgraph  

:languagePreferenceId  :hasLanguage  String  Language 
preference as 
specified in an HTTP 
header: e.g. en, fr, *  

:languagePreferenceId  :hasWeight  Number  Language 
preference quality as 
specified in an HTTP 
header  

:HTMLCrawlID  :hasAssumedLanguage  String  Language code, 
content language to 
assume if it cannot 
be detected 
automatically  
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5.2.3 API Crawler 

Subject  Predicate  Object  Comments  

:APIcrawlId  :APIScope  API  facebook, flickr, google_plus, twitter or youtube  

:APIcrawlId  :hasAPIKeyword  string  e.g. “olympics”  

:APIcrawlId  :hasAPIPeriod_Hour  int  e.g. 6, API crawl will be repeated every six hours  

5.2.4 Online Analysis 

Subject  Predicate  Object  Comments  

:ICScrawlId  :URLScope  :URLPaternId  URL Pattern subgraph (may 
have many)  

:URLPatternId  :hasScore  float  Weighting for online analysis 
output (-1 to +1)  

:URLPatternId  :hasPattern  URLRegexp  e.g. www\..*\.de/  

:ICScrawlId  :sourceScope  :sourceId  Source weighting subgraph (may 
have many)  

:sourceId  :hasTag  sourceTag  a source tag  

:sourceid  :hasScore  float  Weighting for online analysis 
output (-1 to +1)  

:ICSCrawlId  :hasEntityPreference  EntityPreferenceId  Entity preference subgraph (may 
have many)  

:EntityPreferenceId  :hasEntityURI  EntityURI  URI for an entity  

:EntityPreferenceId  :hasEntityName  String  A representation of an entity 
(may include white space), e.g. 
“Barack Obama”  

:ICSCrawlId  :hasKeyword  String  Keywords that are important 
(may have many)  

:ICSCrawlID  :topicScope  topicScopeId  Topic subgraph  

:topicScopeId  :hasTopic  topicId  The Topic  

:topicScopeId  :hasScore  score  The score to weight the topic with  

5.2.5 Offline Analysis Specification 

Subject  Predicate  Object  Comments  

:OfflineSpecId  :eventScope  eventScopeId  Event Scope subgraph  

eventScopeId  :hasEvent  eventId  The Event URI  

eventScopeId  :hasText  text  Some other text describing the event  

eventScopeId  :hasScore  score  A score to weight the event  

http://wiki.arcomem.eu/doku.php?id=tasks:task_5.2:source_tag
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5.2.6 Social data (dealt with by WP2 and WP5 modules) 

Subject  Predicate  Object  Comments  

Campaigned :hasSocialDataScope socialScope1 e.g., campaign1 :hasSocialDataScope 
socialScope1 

socialScopeId :hasKey socialKey e.g., socialScope1 :hasKey 
publication_date 

socialScopeId :hasValue Value e.g., socialScope1 :hasValue "> 
01/01/2011" 

socialScopeId :hasScore score socialScope1 :hasScore 0.0 

 

5.3 Components 

 

Figure 12: Component Package Dependencies 

The overall architecture has been in decomposed in Figure 12 into functional packages. The figure 
shows the packages together with the main directions of interaction with the other components. 
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Each package consists of a number of functional components to achieve the requirements. In the 
following we briefly summarize each package. Furthermore we give an overview of package 
assignments to processing levels.  Finally the components per package are described in more 
detail.  

 Crawler 

 Storage 

 Online Analysis 

 Content Enrichment Component 

 Text Analysis 

 Image & Video Analysis 

 Social Web Analysis 

 Cross Crawl Analysis 

 Archive 

 Crawler Cockpit 

 Export 

 Archive 

 SARA Application 

 

Packages per Level 

Crawling Level 

Crawler 

Storage 

 

Online Processing Level 

Online Analysis 

Storage 

 

Offline Processing Level 

Storage 

Offline Analysis 

Text Analysis 

Image & Video Analysis 

Social Web Analysis 
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Cross Crawl Analysis Level 

Cross Crawl Analysis 

Storage 

Archive 

 

Applications 

Crawler Cockpit 

Export 

Archive 

SARA Application 

 

In the following Subsection we present the components in more detail. Due to the different state of 
development the descriptions are of different level of detail. For not overloading the document 
detailed API specification have been moved to the API reference guide and API online 
documentation.  

5.3.1 Storage 

 

Figure 13: Storage Components 

 

 

5.3.1.1 Document Store  

Component Name Document store (IMHBase) 

Responsible Partner IMF 

Work Package WP7 

Planned Release Date 01/2012 

Description This abstraction layer provides a tailored access to 
HBase, that enables to manipulate web resources 
instead of nested maps of cells. It also provides a  
higher view of the map-reduce framework, replacing it 

Knowledge Base

Document Store

HBase

«call»

«instance»

WARC Import

«call»

«call»
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with a dataflow concept that enables to easily compose 
different processing tasks without worrying about how 
to chain low-level map and reduce tasks. 

License Proprietary 

Implementation Language Java 

Required by ARCOMEM 
Components 

On- and off-line analysis frameworks, WARC import. 

Required ARCOMEM Components None. 

Required External Components HBase, Hadoop. 

Interface Style Direct interface to a Java library. 

API/Function(s) provided Getting, inserting, updating web resources; processing 
framework. 

Input Values and Format Java classes and objects. 

Output Values and Format Java classes and objects. 

Triggered Actions (eg API calls) ./. 

Scalability and Performance IMHBase preserves all the scalability properties of the 
underlying systems: Hadoop and HBase. 

Comments ./. 

 

5.3.1.2 Knowledge Base  

Component Name Knowledge Base 

Responsible Partner ATHENA 

Work Package WP5 

Planned Release Date 05/2012 

Description The Knowledge Base provides storing, indexing and 
retrieving mechanisms for all the semantic data 
produced and utilized by the rest of the architectural 
components. More specifically it appropriately indexes 
and stores RDF triples that derive from the annotation 
of Web Objects, as performed by the online and the 
offline processing modules and offers SPARQL 
querying capabilities while maintaining scalability and 
high-performance characteristics. 

License GNU General Public License, version 3 (GPL-3.0) 

Implementation Language Java 

Required by ARCOMEM 
Components 

Crawler Cockpit 

Crawler 

Online Analysis 

Offline Analysis 

Text Analysis  
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Image and Video Analysis 

Social Web Analysis 

Dynamics Analysis 

Export 

Required ARCOMEM Components HBase 

Required External Components Apache Hadoop 

Interface Style Jena API 

API/Function(s) provided 1. Sequential triple import: This method is used for 
one-by-one insertion of triples. 

2. Bulk triple import: This method allows for the mass 
insertion of multiple triples. 

3. Querying: This method offers the capability of 
searching through the stored triples and retrieving  

Input Values and Format 1. 1 triple (Jena-style) 

2. n-triple text file 

3. SparQL string 

Output Values and Format 1.   true/false 

2.   true/false 

3.   Iterator over ResultSet 

Triggered Actions (eg API calls) ./. 

Scalability and Performance The system makes adaptive choices among centralized 
and distributed (MapReduce-based) join execution for 
fast query responses. Thus, it can handle billions of 
triples using a small cluster of commodity machines (9 
worker nodes). Experiments have proven that the 
processing is highly  scalable since more nodes reduce 
execution time almost linearly. The import and querying 
performance of the Knowledge Base significantly 
outperforms the current state of the art distributed 
solution (HadoopRDF [5] ) and is comparable to that of 
the most popular centralized rdf store (RDF-3X [6] ) 

Comments ./. 

 

5.3.1.3 HBase  

Component Name HBase 

Responsible Partner ATHENA 

Work Package WP5 

Planned Release Date 03/2012 

Description HBase is the Hadoop database. It serves as a 
distributed, scalable, big data store. Essentially, each 
table is a sparse map storing values in cells defined by 
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a combination of a row and a column key. 

License Apache Software License, Version 2.0 

Implementation Language Java 

Required by ARCOMEM 
Components 

Knowledge Base, Document Store 

Required ARCOMEM Components ./. 

Required External Components ./. 

Interface Style Java API 

API/Function(s) provided http://hbase.apache.org/apidocs/index.html 

Input Values and Format Anything that can be converted to an array of bytes 

Output Values and Format A Result Object 

Triggered Actions (eg API calls) ./. 

Scalability and Performance The good scalability of HBase has been analyzed in  
a plethora of papers and technical reports, e.g., [7] and 
[8]  

Comments An Apache project, http://hbase.apache.org/ 

 

5.3.1.4 WARC Import  

Component Name WARC import 

Responsible Partner IMF 

Work Package WP7 

Planned Release Date 01/2012 

Description Importing WARCs into HBase 

License Proprietary 

Implementation Language Java 

Required by ARCOMEM 
Components 

./. 

Required ARCOMEM Components Document Store 

Required External Components ./. 

Interface Style Imports WARCs in an HDFS directory 

API/Function(s) provided Command line tool. 

Input Values and Format The HDFS path must be specified. 

Output Values and Format ./. 

Triggered Actions (eg API calls) Not applicable 

Scalability and Performance Can create a Put operation for each insertion or use 
bulk loading for improved performance. 

Comments ./. 
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5.3.2 Export 

 

Figure 14: Export Components 

 

5.3.2.1 Relevance Analysis  

Component Name Relevance Analysis 

Responsible Partner LUH 

Work Package WP7 

Planned Release Date 04/2012 

Description The aim of this component is to calculate the relevance 
of a Web Object with respect to the crawl specification. 
For doing so it uses the information extracted in the 
ARCOMEM analysis modules and stored in the 
knowledge base. Each Web object gets a score value 
and afterwards the objects are ranked accordingly. For 
selecting the Web object for export the archivist has to 
give a threshold. All Web objects with a score above 
the threshold will be exported.  

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Export 

Required ARCOMEM Components Knowledge Base 

Required External Components ./. 

Interface Style Java API 

API/Function(s) provided Select web objects for a given threshold 

Input Values and Format Cut off threshold 

Output Values and Format List of Web objects for export 

Triggered Actions (eg API calls) ./. 

Scalability and Performance Method is implemented as a Hadoop task 

Comments ./. 

 

  

Relevance Analysis

WARC Export

«call»

API Crawler WARC Export
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5.3.2.2 WARC Export  

Component Name WARC Export 

Responsible Partner SOTON 

Work Package WP7 

Planned Release Date 03/2012 

Description This module takes each of the crawled objects within 
the HBase and creates a WARC file with the contents 
(Web Objects and Metadata). The Web objects to be 
exported will be selected by the relevance analysis 
module. For completeness reasons the whole 
knowledge base will be exported as RDF triples. 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Crawler Cockpit 

Required ARCOMEM Components Relevance Analysis 

Required External Components ./. 

Interface Style Java 

API/Function(s) provided Write WARC file(s) 

Input Values and Format List of documents to be exported 

Output Values and Format WARC files 

Triggered Actions (eg API calls) ./. 

Scalability and Performance Depends on the number of Web objects and the 
amount of metadata. 

Comments ./. 

 

5.3.2.3 API Crawler WARC Export  

Component Name API Crawler WARC Export 

Responsible Partner IT 

Work Package WP7 

Planned Release Date 09/2012 

Description This module dumps the results of the API Crawler 
requests into WARC files. 

License GPL 3.0 

Implementation Language Python 

Required by ARCOMEM 
Components 

Document Store 

Required ARCOMEM Components API Crawler 

Required External Components ./. 
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Interface Style Python 

API/Function(s) provided  

Input Values and Format HTTP Request Result 

Output Values and Format WARC files 

Triggered Actions (eg API calls) Import into Document Store 

Scalability and Performance 1000 Request/hour 

Comments ./. 

5.3.3 Crawler 

 

Figure 15: Crawler Components 

 

5.3.3.1 IMF Large Scale Crawler  

Component Name Internet Memory crawler 

Responsible Partner IMF 

Work Package WP5 

Planned Release Date 12/2012 

Description Large scale distributed crawler with per-URL priority. 

License Proprietary 

Implementation Language Erlang, python 

Required by ARCOMEM 
Components 

Crawl scheduler, WARC import 

Required ARCOMEM Components None. 

Required External Components None. 

Interface Style JSON over HTTP protocol to receive orders from the 

IMF Large Scale Crawler

Heritrix Adaptive Crawler

API Crawler

Application Aware Helper

«send»

«send»

«send»

«send»

«send»
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crawl scheduler. 

JSON over HTTP protocol to receive weighted URLs 
from the on-line analysis. 

API/Function(s) provided Crawl control: start, stop, status. 

URL enqueuing: add URLs. 

Input Values and Format See 
https://service.europarchive.org/hudson/job/Bitbot/lastS
uccessfulBuild/javadoc/overview-summary.html 

Output Values and Format WARC files 

Triggered Actions (eg API calls) None 

Scalability and Performance Almost linear scalability with the number of servers, 
slow degradation of performance over time. 1.3 billion 
resources crawled in one month on a 9 mid-range 
server cluster. 

Comments ./. 

 

5.3.3.2 Heritrix Adaptive Crawler  

Component Name Adaptive Heritrix 

Responsible Partner ATHENA 

Work Package WP5 

Planned Release Date 03/2012 

Description Adaptive Heritrix is a modified version of the open 
source crawler Heritrix that allows the dynamic 
reordering of queued URLs and receiving URLs from 
the Online Analysis module. 

License GPL v2 

Implementation Language Java 

Required by ARCOMEM 
Components 

No direct dependency 

Required ARCOMEM Components Storage, Online Analysis 

Required External Components IMHBase library 

Interface Style REST 

API/Function(s) provided Prioritisation module communicates new scores to the 
crawler queue using a JSON over HTTP protocol. 
Prioritisation module sends POST to 
http://QUEUE_SERVER/update. The request body is a 
JSON encoded array of update objects. 

Input Values and Format JSON array with list of Web objects and updated scores 

Format: url, score, blacklisted 

Output Values and Format ./. 

Triggered Actions (eg API calls) None 
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Scalability and Performance Scalability depends on the characteristics of the 
hardware and the network connection on which the 
crawler operates. On the hardware with which it has 
been tested at IMF, achieves a crawling rate of tens of 
URIs downloaded per second 

Comments ./. 

 

5.3.3.3 API Crawler  

Component Name API Crawler 

Responsible Partner IT 

Work Package WP5 

Planned Release Date 09/2012 

Description The API Crawler crawls five major social platforms: Twitter, 
Facebook, Youtube, Flickr, Google Plus 

License GPL v3 

Implementation Language Python 

Required by ARCOMEM 
Components 

No direct dependency 

Required ARCOMEM 
Components 

Knowledge Base, IMF Large Scale Crawler or Heritrix Adaptive 
Crawler  

Required External 
Components 

APIBlender [9] , python-oauth2, python-warc 

Interface Style REST 

API/Function(s) provided http://apicrawler_rest_server/crawl/add 
Input: [ [ campaign_name, platform (e.g. twitter), strategy (e.g. 
search), parameters (e.g. [keyword]) ] ] } 

Output: 200, Body: [crawl_id]. 500 if the configuration could not 
be read from the triple store. 

http://apicrawler_rest_server/campaigns/ 

Input: Empty 

Output: 200, Body: [campaign_name] 

http://apicrawler_rest_server/campaign/crawls 

Input: Empty 

Output: 200, Body: [{crawl statistics}] 

http://apicrawler_rest_server/crawl/crawl_id 

Input: Empty 

Output: 200, Body: [{crawl statistics}] 

http://apicrawler_rest_server/crawl/crawl_id 

Input: Empty 

Output: 200 

http://apicrawler_rest_server/crawl/add
http://apicrawler_rest_server/campaigns/
http://apicrawler_rest_server/campaign/crawls
http://apicrawler_rest_server/crawl/crawl_id
http://apicrawler_rest_server/crawl/crawl_id
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http://apicrawler_rest_server/campaign/campaign_name 

Input: Empty 

Output: 200 

Input Values and Format s. API/Function(s) provided 

Output Values and Format s. API/Function(s) provided 

Triggered Actions (eg API 
calls) 

./. 

Scalability and 
Performance 

3000 requests per hour, millions of triples per hour, millions of 
links per hour 

Comments http://wiki.arcomem.eu/doku.php?id=tasks:task_5.1:api_crawling 

 

5.3.3.4 Application Aware Helper  

Component Name Application-aware helper 

Responsible Partner IT 

Work Package WP5 

Planned Release Date 05/2012 

Description The goal of this software component is to make the 
crawler aware of the particular kind of Web application 
being crawled, in terms of general classification of 
websites (wiki, social network, blog, web forum, etc.), 
technical implementation (Mediawiki, Wordpress, etc.), 
and their specific instances (Twitter, CNN, etc.). 

License GPL 2.0 

Implementation Language Java 

Required by ARCOMEM 
Components 

Crawler Package, Online Analysis Package 

Required ARCOMEM Components Storage Package 

Required External Components Yfilter 

Interface Style JavaAPI 

API/Function(s) provided  

Input Values and Format  

Output Values and Format  

Triggered Actions (eg API calls)  

Scalability and Performance The application aware helper will be assisted with a 
knowledge base that will help in recognizing a specific 
web application and related crawling actions. Since the 
knowledge base will grow and there will exist several 
detection patterns for many web applications, we have 
to ensure the web application detection module does 
not slow up the crawling process and affect overall 
performance. To ensure scalability, after integration of 

http://apicrawler_rest_server/campaign/campaign_name
http://wiki.arcomem.eu/doku.php?id=tasks:task_5.1:api_crawling
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the application aware helper with the crawler, we have 
used the Yfilter system (a NFA based filtering system) 
for efficient indexing of detection patterns in order to 
quickly find the relevant Web application. Here each 
state is represented by XPath expression patterns and 
common steps of the path expression are represented 
only once in a structure. The introduction of Yfilter in the 
Web application detection module improves the 
performance dynamically and now the system is well 
synchronized with the other sub modules of crawling 
process. 

Comments  

 

5.3.4 Crawler Cockpit 

 

Figure 16: Crawler Cockpit Components 

 

5.3.4.1 Crawler Cockpit UI  

Component Name Crawler Cockpit UI 

Responsible Partner IMF 

Work Package WP8 / WP9 

Planned Release Date 09/2012 

Description The crawler cockpit offers integrated features managed 
through a web interface. It manages the main part of 
the Web Archiving process: creating and launching 
campaigns, and viewing statistics about the crawls. 

 

The archivist sets up the archiving campaign via the 
“crawler cockpit” GUI. 

A campaign is described by an intelligent crawl 
definition, which associates content target to crawl 
parameters (schedule and technical parameters). 

The content definition is made of: 

 distinct named entities (e.g. person, geo location, 

Crawler Cockpit UI

Authentication Crawl Specification Crawl Scheduler

«call»
«call» «call»
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and organisation), time period, free keywords 

 and a selection of up to nine social media 
categories; 

 some specific URLs defined in the control group; 

 target on specific media content categories; 

 type of data to collect. 

The crawl parameters describe the campaign schedule 
and define some technical parameters such as 
politeness or robots.txt compliance. 

At the end of the crawls, users get access to an 
overview of the data collected through different widgets. 
The report part displays the available crawl metrics. 

License  

Implementation Language The crawler cockpit UI is based on Jquery and the 
Jquery UI framework. The storage backend is a 

PostgreSQL database. The server side code is written 
in Python and sits on top of the Pylons 

framework. 

The data about campaigns are stored in two different 
repositories: 

 Basic information (Campaign description, name…) 
is stored in the PostgreSQL database 

 The crawls specifications get stored in the 
ARCOMEM database (triple format) and they are 
handled by the offline analysis engine. 

Required by ARCOMEM 
Components 

Crawler Package 

Required ARCOMEM Components Crawl scheduler, Knowledge Base 

Required External Components JQuery, Postgres database 

Interface Style Web interface (for users) 

API/Function(s) provided ./. 

Input Values and Format ./. 

Output Values and Format ./. 

Triggered Actions (eg API calls) Reads and writes the ICSs. 

Scalability and Performance Not applicable. 

Comments ./. 

 

5.3.4.2 Authentication  

Component Name Authentication 

Responsible Partner IMF 
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Work Package WP8-9 

Planned Release Date 09/2012 

Description At first, source IP address restriction to the crawler 
cockpit will be implemented at the HTTP server level. 

License Not applicable 

Implementation Language Not applicable 

Required by ARCOMEM 
Components 

Crawler cockpit 

Required ARCOMEM Components None 

Required External Components Apache 

Interface Style Configuration 

API/Function(s) provided Not applicable 

Input Values and Format  

Output Values and Format  

Triggered Actions (eg API calls) Not applicable 

Scalability and Performance Not applicable 

Comments  

 

5.3.4.3 Crawl Specification  

Component Name Crawl specification  

Responsible Partner IMF - IT 

Work Package WP5 

Planned Release Date 09/2012 

Description The Intelligent crawl specification (ICS, s. Section 5.2) 
gathers the indications of the crawl requirement 
recorded through the crawler cockpit by user. These 
requirements is use for the crawler to set up crawls and 
prioritize URL and for the off line modules to analyse 
data archived. In addition, the crawl specifications are 
improved by technical parameters added automatically 
by the pipeline during analysis period.  

Crawl specifications describes: 

- Indications for the crawlers (Html crawler, API 
crawler, Application Aware Helper) 

- campaignid, URLscope, start date, end date, 
Keyword, URL…. 

- Event, entities, topics, opinion as topicscope, 
eventid, entittyid, opinion id… 

- Social data as socialscope scope score…  

A library implements high level functions to manipulate 
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ICSs in python and Java, over Zookeeper channels. 

License  

Implementation Language Python, Java 

Required by ARCOMEM 
Components 

Crawler cockpit, API crawler, on-line analysis 
framework 

Required ARCOMEM Components Triple store 

Required External Components Zookeeper 

Interface Style Python and Java libraries 

API/Function(s) provided get_ics, write_ics 

Input Values and Format get_ics(ics_id) 

write_ics({id: 123, seeds: [url0, url1], keywords: [kw0, 
kw1, kw2]}) 

Output Values and Format Response to a get_ics: 

{id: 123, seeds: [url0, url1], keywords: [kw0, kw1, kw2]} 

Triggered Actions (eg API calls)  

Scalability and Performance Infrequent operations, the triple store response time 
should be good enough (no scan should be required) 

Comments  

 

5.3.4.4 Crawl Scheduler  

Component Name Crawl scheduler 

Responsible Partner IMF 

Work Package WP7 

Planned Release Date 09/2012 

Description The role of the scheduler is to schedule crawls 
according to the settings (crawl schedule) for each 
campaign registered by users. Each 15 minutes, the 
scheduler looks if there is any new collection order to 
be sent to pipeline.  

To create this order, the scheduler looks at the DB in 
Campaign and Unit level (target URL, target entity, topic 
or event). 

Scheduler rules are based on interval for a specified 
period of time. A campaign can have a weekly, monthly, 
quarterly, yearly crawl for a 3-month period for example. 
Furthermore, users can specify a specific date.  

An option allows user to require a specific date. It can 
be an additional crawl or a unique crawl.  

The general rule is based on status (active and 
inactive) this elder settings take precedence of the 
other parameters. 
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Date of the crawl is calculated following the rules 
bellows:  

 

- For yearly, if no date is specify, crawl will be 
launched at the date of the creation of the campaign 
then at each birthday.  

- For monthly crawl 

o if  there is no specific date is mentioned, 
crawl will take place the first day of the 
month 

o If a specific date is specified, so the crawl 
will take place as required.  

- For weekly crawl,  

o If there is no specific date, so the crawl will 
be launched on the first day of the week 
(Monday)  

 

License Proprietary 

Implementation Language Erlang 

Required by ARCOMEM 
Components 

Crawler cockpit 

Required ARCOMEM Components Crawler Package 

Required External Components Postgres database 

Interface Style Communication with the cockpit through the database, 
with the crawlers using the Heritrix XML over HTTP, or 
a JSON over HTTP based protocol with the API and 
large scale crawlers. 

API/Function(s) provided Not applicable 

Input Values and Format  

Output Values and Format  

Triggered Actions (eg API calls) Launches and stops crawls. 

Scalability and Performance Not applicable 

Comments  
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5.3.5 Online Analysis 

 

Figure 17: Online Analysis Components 

 

5.3.5.1 Prioritization Module 

Component Name Crawl Prioritization 

Responsible Partner LUH 

Work Package WP5 

Planned Release Date 05/2012 

Description Guides the crawl by providing crawl priorities for new 
links 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Crawler 

Required ARCOMEM Components Information Extraction, Relevant Content – Twitter, 
Storage 

Required External Components ./. 

Interface Style MR-Job & REST 

API/Function(s) provided  

Input Values and Format Crawled web pages (+ metadata) using IMHBase API 

Output Values and Format Priority scores (JSON documents) 

Triggered Actions (eg API calls) Adds to/updates crawler queue 

Scalability and Performance  

Comments  

 

5.3.5.2 GATE on-line analysis  

Component Name GATE on-line analysis 

 simple linguistic processing 

 language identification 

 named entity recognition 

Prioritization Module

GATE on-line analysis User Profile Relevance – Twitter

«call» «call»
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Responsible Partner USFD 

Work Package WP3 

Planned Release Date 01/2012 

Description Carry out simple linguistic processing, language 
identification, and named entity recognition for English 
and German input. 

License LGPL 

Implementation Language Java, JAPE, Groovy; only Java is visible from outside 
the component 

Required by ARCOMEM 
Components 

Offline Processing 

Required ARCOMEM Components ./. 

Required External Components GATE libraries (dependencies); TreeTagger (included 
in this component) 

Interface Style Java API 

API/Function(s) provided  

Input Values and Format document content, source URL, mime type (all as 
String) 

Output Values and Format org.w3c.Document 

Triggered Actions (eg API calls) Entity Consolidation 

Scalability and Performance  

Comments  

 

 

5.3.5.3 User Profile Relevance – Twitter  

Component Name Relevant Content – Twitter 

Responsible Partner LUH 

Work Package WP2 

Planned Release Date 12/2012 

Description Given a set of metrics to match, this module will 
prioritize Twitter profiles depending of their closeness to 
the input 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Crawl Prioritization 

Required ARCOMEM Components User Profile Relevance Twitter - Pre-Processing 

Required External Components  

Interface Style Java API 
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API/Function(s) provided  

Input Values and Format The user metrics that the curator wants to prioritize. The 
metrics are determined in the offline processing. 

Output Values and Format Priorities for Twitter profiles 

Triggered Actions (eg API calls) ./. 

Scalability and Performance The method will be implemented as Hadoop task 

Comments ./. 

 

5.3.6 Content Enrichment 

 

Figure 18: Content Enrichment Component 

 

5.3.6.1 Enrichment and Consolidation  

Component Name Enrichment and Consolidation 

Responsible Partner LUH 

Work Package WP3 

Planned Release Date 10/2012 

Description This component operates on top of the data extracted 
via GATE & SOTON image/video analysis components 
and aims at 2 main purposes:  

(a) enrichment of extracted data with related 
knowledge from the Linked Data cloud (e.g. the 
arco:Organisation entity for the “European Central 
Bank” with corresponding DBpedia and Freebase 
entries and  

(b) clustering and consolidation of related entities. 
While both steps help also in disambiguation of entities, 
the latter in particular allows to identify ETOEs which 
refer to the same real-world entity (eg the German 
“Griechenland” and the English “Greece”), and ETOEs 
which relate to each other in one way or another (eg the 
arco:Person “Jean Claude Trichet” and the 
arco:Organisation “ECB”).  

During the offline phase, the component analyses the 
data from the Knowledge Base (see data model4) and 
adds instances of the “enrichment” and “enrichment 
context” classes during the enrichment step and 
relationships and instances of the “cluster” class during 

                                                

4 http://wiki.arcomem.eu/doku.php?id=work_packages:wp3:t31:rdf 

Enrichment and Consolidation
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the consolidation step.  

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Text Analysis Package, Image & Video Analysis 
Package 

Required ARCOMEM Components Knowledge Base 

Required External Components DBPedia, Freebase and other sources 

Interface Style REST 

API/Function(s) provided enrich entity  

enrich all entities  

cluster entities 

Input Values and Format Entities 

Entity types to be enriched / clustered 

Output Values and Format Enrichment contexts connecting entities and 
enrichments  

Clusters containing related entities. 

Triggered Actions (eg API calls) storage of the enrichments / clusters in the knowledge 
base 

Scalability and Performance  

Comments  

5.3.7 Text Analysis 

 

 

Figure 19: Text Analysis 

 

 

5.3.7.1 GATE off-line analysis (USFD) 

Component Name GATE off-line analysis 

 term extraction 

 named entity recognition 

 event detection 

 opinion mining  

Responsible Partner USFD 

Work Package WP3, WP4 

GATE off-line analysis Topic Detection
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Planned Release Date 01/2012 

Description This component carries out term extraction, named entity 
recognition, event detection, and opinion mining for English and 
German. (It ignores sections of text identified as “boilerplate” or as 
not in English or German.) 

License LGPL 

Implementation 
Language 

Java, JAPE, Groovy; only Java is visible from outside the 
component 

Required by ARCOMEM 
Components 

./. 

Required ARCOMEM 
Components 

./. 

Required External 
Components 

GATE libraries (dependencies); TreeTagger (included with the 
deployment) 

Interface Style Java API 

API/Function(s) provided eu.arcomem.framework.offline.processes.GateProcess.reduce(…) 
and other methods 

Input Values and Format document content, encoding, mime type (as String) from HBase 

Output Values and 
Format 

This component sends RDF information about the entities, events, 
and opinions to the triple store.  It also stores in HBase an XML 
representation of the sentences and tokens in each input 
document, to be used by the Topic Detection component. 

Triggered Actions (eg 
API calls) 

methods of gate.arcomem.batch.OfflineProcessing and 
eu.arcomem.framework.rdf.TripleStoreConnector 

Scalability and 
Performance 

 

Comments One component carries out entity extraction, event extraction, and 
opinion identification from text. 

 

 

5.3.7.2 Topic Detection  

Component Name Topic Detection 

Responsible Partner YIS 

Work Package WP3 

Planned Release Date 08/2012 

Description The LDA based topic detection component to be 
integrated into ARCOMEM is based on Apache 
Mahout.  

License  

Implementation Language Java 

Required by ARCOMEM ./. 
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Components 

Required ARCOMEM Components ./. 

Required External Components Apache Mahout 

Interface Style Java API 

API/Function(s) provided eu.arcomem.framework.online.TopicDetectionModule 

Input Values and Format Document URL + Document Content 

Output Values and Format A probability distribution for each topic + new scores of 
link for the crawler based of the crawler current topics 

Triggered Actions (eg API calls) ./. 

Scalability and Performance Works using Mahout. 

Comments ./. 

 

5.3.8 Social Web Analysis 

 

Figure 20: Social Web Analysis Components 

 

 

5.3.8.1 User Profile Relevance – Twitter Pre-Processing  

Component Name Twitter Metrics Extraction 

Responsible Partner LUH 

Work Package WP2 

Planned Release Date 12/2012 

Description Given a Twitter profile, this component extracts relevant 
metrics for the curator to judge a user. 

License Open Source 

User Profile Relevance Twitter - Pre-Processing

Social Network Metrics Pre-Processing

Response to News Pre-Processing

Diversification Pre-Processing

Social Search Pre-Processing

Trust & Reputation – Wikis – PreProcessing

Reputation – Twitter – PreProcessing
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Implementation Language Java 

Required by ARCOMEM 
Components 

User Profile Relevance – Twitter 

Required ARCOMEM Components Storage Package 

Required External Components  

Interface Style Java API 

API/Function(s) provided Extract metrics 

Input Values and Format Twitter profiles 

Output Values and Format Extracted metrics 

Triggered Actions (eg API calls)  

Scalability and Performance  

Comments ./. 

 

5.3.8.2 Social Network Metrics Pre-Processing  

Component Name Social Network Metrics 

Responsible Partner YIS 

Work Package WP2 

Planned Release Date  

Description given a network (nodes, edges), produces a feature 
vector with general characteristics of the network 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components  

Required External Components  

Interface Style Java API 

API/Function(s) provided  

Input Values and Format graph represented by edges and nodes 

Output Values and Format a feature vector, mostly float values 

Triggered Actions (eg API calls)  

Scalability and Performance The method will be based as a Hadoop task. 

Comments ./. 

 

5.3.8.3 Response to News Pre-Processing  

Component Name news comment/tweet diversification 

Responsible Partner YIS 
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Work Package WP2 

Planned Release Date  

Description Given a news article in plain text, and the URL of that 
news article, and the comments associated with that 
article/Tweets, selects the most relevant 
comments/Tweets 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components  

Required External Components  

Interface Style Java API 

API/Function(s) provided  

Input Values and Format news article in plain text 

the URL of that news article 

the comments associated with that article/Tweets 

Output Values and Format each comment/tweet can have an id associated with it, 
so component outputs a list of the selected 
tweets/comments 

Triggered Actions (eg API calls)  

Scalability and Performance  

Comments  

 

 

5.3.8.4 Diversification Pre-Processing  

Component Name Posts Diversifier 

Responsible Partner ATHENA 

Work Package WP2 

Planned Release Date 10/2012 

Description The module takes as input a basic textual resource 
(e.g. a news article), with the respective content, that is, 
a set of textual resources (e.g. comments), and will 
produce as output a diversified view of (part of) this 
content. 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components Storage Package 
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Required External Components (Optional) SentiStrength, Stanford NER 

Interface Style Java API 

API/Function(s) provided  Extract diversification vectors from textual resources 

 Produce a set of k diverse resources with respect to 
a basic resource 

Input Values and Format  Basic textual resource (e.g. a news article) (String) 

 Respective content, that is, a set of textual 
resources (e.g. comments) (Strings) 

Output Values and Format List of diverse resources 

Triggered Actions (eg API calls) ./. 

Scalability and Performance  

Comments ./. 

 

5.3.8.5 Social Search Pre-Processing  

Component Name Social Search 

Responsible Partner IT 

Work Package WP2 

Planned Release Date 10/2012 

Description The module takes as input “tagging” information (user-
item-tag triples) from social media, as well as certain 
parameters. It constructs a social network and builds 
the various index structures for the search application. 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Storage, Social Search GUI 

Required ARCOMEM Components Offline Analysis, Crawler, Storage Package 

Required External Components Hadoop and relational DBMS 

Interface Style Java API 

API/Function(s) provided Build similarity network 

Input Values and Format Triples 

Output Values and Format Relational tables and index structures 

Triggered Actions (eg API calls)  

Scalability and Performance Map/Reduce will be used to process the information 

Comments A first version of this module will be demonstrated on 
Del.icio.us datasets. This approach also will be applied 
on triples extracted from tweets, based on entities, 
URLs and tweet text (with a sub-module that will extract 
and collect the triples). 
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5.3.8.6 Trust & Reputation – Wikis – PreProcessing  

Component Name Trust & Reputation – Wikis – Pre-Processing 

Responsible Partner IT 

Work Package WP2 

Planned Release Date 10/2012 

Description This module will take as input Wiki pages and their 
revision history and will compute the interaction vectors, 
which describe the positive and negative actions. 
Based on the interaction vectors and certain 
parameters, it will then build a signed (trust) network. 

License Open Source 

Implementation Language Python 

Required by ARCOMEM 
Components 

Trust & Reputation – Wikis GUI 

Required ARCOMEM Components Offline analysis, Crawler 

Required External Components Hadoop 

Interface Style Command Line 

API/Function(s) provided Process the wiki revision data 

Input Values and Format Articles/revision history (HBase) 

Output Values and Format Interaction vectors (HBase), Signed network (triples) 

Triggered Actions (eg API calls)  

Scalability and Performance Using the Map/Reduce framework (Hadoop) 

Comments This module can be used in several archiving 
scenarios, which will be detailed in the corresponding 
GUI component. 

 

 

5.3.8.7 Trust & Reputation – Twitter – PreProcessing  

Component Name TwitterRep 

Responsible Partner IT 

Work Package WP2 

Planned Release Date 04/2013 

Description This module will process a Twitter dataset in order to 
compute reputation of users and data based on various 
metrics (number of followers, PageRank, …) 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Trust & Reputation  - Twitter – GUI 
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Required ARCOMEM Components Crawler, Storage package 

Required External Components  

Interface Style Java API 

API/Function(s) provided Compute reputation 

Input Values and Format Twitter profiles and connections, tweets (provided by 
the crawler) 

Output Values and Format Reputation-based ranking of the users / tweets 

Triggered Actions (eg API calls)  

Scalability and Performance Hadoop may be used in this module 

Comments Twitter reputation was a specific requirement of the DW 
partner. This module requires the structure of the 
Twitter network (user connections) and the tweets. It is 
thus crucial that the ARCOMEM crawls can build such 
datasets for our analysis. 

 

5.3.9 Image & Video Analysis 

 

Figure 21: Image & Video Analysis Components 

 

 

5.3.9.1 Entity Extraction from Images  

Component Name Entity Extraction from Images 

 Person Verification 

 Location Detection 

 Logo Detection 

Responsible Partner SOTON 

Work Package WP3 

Planned Release Date 12/2012 

Description Person Verification 

Verifying whether a person that has been mentioned 

Entity Extraction from Images Opinion Identification from Images

User Detection

Multimodal Opinion AnalysisEntity Extraction from Video
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within the text of an article is depicted within an image 
associated with the article. If a match can be found 
between a person and a depiction, the module will 
output a triple that links the person to an image. 

Location Detection 

Using a large corpus of over 40 million geo-tagged 
images from Flickr, the module will attempt to match 
landmarks in images. If an image has a good match, 
the module will output an approximate geo-location for 
the image. It may be possible to use cues from teh text 
to guide the match, in which case we may need the 
entity extraction from the text. 

Logo Detection 

Using an example image provided in the extended 
crawl spec, the module will attempt to find instances of 
the image within web images. The process will be 
optimised for finding logos, such that a logo can be 
supplied during the crawl setup and will be detected in 
web images. If a logo is found, triples will be created 
linking the image to the logo example in some way. 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

Entity Consolidation 

Required ARCOMEM Components Text Analysis, Entity Extraction 

Required External Components  

Interface Style Java API 

API/Function(s) provided  

Input Values and Format Person Verification, Location Detection: 

Images from the crawl, URIs of mentioned entities 

Logo Detection: Image files from the crawl, Extended 
Crawl Specification with example images 

Output Values and Format Person Verification: “Depicts” triples 

Location Detection: Geo-location triples 

Logo Detection: Triples linking an image to the logo 
instance 

Triggered Actions (eg API calls) ./. 

Scalability and Performance  

Comments  

 

 

5.3.9.2 Entity Extraction from Video  
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Component Name Entity Extraction from Video 

 Audio Transcription 

 Segment Extraction and Classification 

 Duplicate Video Detection 

Responsible Partner SOTON 

Work Package WP3: Audio Transcription, Segment Extraction and 
Classification 

WP2: Duplicate Video Detection 

Planned Release Date 12/2012 

Description Audio Transcription 

Based on the Sphinx4 Java speech recognition tool, 
this module will analyse an audio sample (or the audio 
track of a video) and attempt to transcribe the words. In 
a general scenario such as the web, this will yield 
results which may be quite inaccurate. 

Segment Extraction and Classification 

Applies a shot detector to find segments of a video and 
then attempts to determine what is contained within that 
section and classify into music, speech, interviews, 
someone talking and other classifications that may be 
used to narrow down interesting parts of a longer video. 

Duplicate Video Detection 

This module will attempt to find duplicate videos in the 
crawl. If possible we will also work to find overlaps of 
videos such that a complete video can be created for 
archiving. 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

Entity Consolidation 

Required ARCOMEM Components ./. 

Required External Components ./. 

Interface Style Java API 

API/Function(s) provided s. below 

Input Values and Format Audio or video files from the crawl. 

Output Values and Format Audio Transcription: Text transcriptions of the file. 

Segment Extraction and Classification: Segments 
(maybe keyframes) and segment classifications if 
possible. 

Duplicate Video Detection: Triples representing video 
duplications. 
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Triggered Actions (eg API calls) ./. 

Scalability and Performance ./. 

Comments ./. 

 

5.3.9.3 Opinion Identification from Images  

Component Name Opinion Identification from Images 

Face Expression Analysis 

Colour Sentiment Analysis 

Image Duplicate Detector 

Image Reuse Visualisation 

Responsible Partner SOTON 

Work Package WP3 

Planned Release Date 03/2013 

Description Face Expression Analysis 

Find faces within images and determine the expression 
that is being depicted. For faces which have had 
entities associated with them, this helps to provide 
sentiment analysis for overall article. 

Colour Sentiment Analysis 

Based on previous work, this module will give a 
sentiment score for images based on their overall 
colour theme. 

Image Duplicate Detector 

This is the module part of the image reuse analysis. 
The module finds duplicate images within the corpus 
and marks them as such. 

Image Reuse Visualisation 

Enables the perusal of image reuse in a given crawl. 
Using the output of the image duplicate finder, and the 
text opinion analysis (or some other scoring 
mechanism), this visualisation is able to plot reuse 
against the axis of opinion (or other metric). This allows 
trends to be detected visually in the corpus. 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components Face Expression Analysis: [Optional] Person 
Verification 

Colour Sentiment Analysis, Image Duplicate Detector, 
Image Reuse Visualisation: None 
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Required External Components  

Interface Style Java API 

API/Function(s) provided s. below 

Input Values and Format Face Expression Analysis, Colour Sentiment Analysis, 
Image Duplicate Detector: Images from the crawl 

Image Reuse Visualisation: Duplicate images from the 
crawl, opinion (or other) metrics for articles, links 
between images and articles. 

Output Values and Format Face Expression Analysis: Triples depicting the facial 
expressions of people. 

Colour Sentiment Analysis: Triples depicting the image 
sentiment. 

Image Duplicate Detector: Triples indicating duplication. 

Image Reuse Visualisation: Visualisation of the images 
on an opinion (or other) axis 

Triggered Actions (eg API calls) ./. 

Scalability and Performance  

Comments  

 

5.3.9.4 Multimodal Opinion Analysis  

Component Name Privacy and Attractiveness 

Responsible Partner SOTON 

Work Package WP3 

Planned Release Date 03/2013 

Description Based on previous work, this will attempt to classify 
images for their privacy (personal vs non-personal) and 
their attractiveness. It uses a combination of tags and 
colours. The two classifiers use similar techniques so 
are grouped into one module. 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

./. 

Required ARCOMEM Components ./. 

Required External Components ./. 

Interface Style Java API 

API/Function(s) provided  

Input Values and Format Text and Images from crawl 

Output Values and Format Triples depicting privacy and attractiveness. 

Triggered Actions (eg API calls) ./. 
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Scalability and Performance  

Comments  

 

5.3.9.5 User Detection  

Component Name User Detection 

Responsible Partner SOTON 

Work Package WP2 

Planned Release Date 12/2012 

Description The module will attempt to determine if user accounts 
on the different systems that have been crawled 
(Facebook, YouTube, Flickr, etc.) are run by the same 
person. It may be possible to link the accounts to 
uncrawled accounts, thereby gaining extra locations 
which may be crawled (if the user is deemed important). 

License  

Implementation Language Python 

Required by ARCOMEM 
Components 

./. 

Required ARCOMEM Components ./. 

Required External Components ./. 

Interface Style REST 

API/Function(s) provided  

Input Values and Format  

Output Values and Format  

Triggered Actions (eg API calls)  

Scalability and Performance  

Comments  
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5.3.10 Cross Crawl Analysis 

 

Figure 22: Dynamics Analysis Components 

 

5.3.10.1 Cross Crawl Analysis Controller  

Component Name Cross Crawl Analysis Controller 

Responsible Partner LUH 

Work Package WP3 

Planned Release Date 03/2013 

Description The Cross Crawl Analysis Controller (CCA Controller) 
controls the execution of analysis components that 
require the processing of more than one crawl either to 
get the time dimension or to get more data. The CCA 
controller provides the infrastructure to access the 
Document Store and WARC archives. 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Named Entity Evolution, Dynamics in Twitter, Twitter 
Domain Expert Detector 

Required ARCOMEM Components Archive Package, Storage Package 

Required External Components GATE 

Interface Style Java API 

API/Function(s) provided set analysis definition, start analysis, analysis status 

Input Values and Format Analysis Job Description 

Output Values and Format Status of Analysis 

Triggered Actions (eg API calls)  

Scalability and Performance Depends on the underlying workflow engine and the 
analysis components. 

Cross Crawl Analysis Controller

Web Language Evolution

Trending Topic Detection Module

Dynamics in Twitter

«call»

«call»

«call»

Twitter Domain Expert Detector

«call»
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Comments  

 

5.3.10.2 Twitter Domain Expert Detector  

Component Name Twitter Domain Expert Detector 

Responsible Partner LUH 

Work Package WP3 

Planned Release Date 07/2013 

Description This component analysis streams of tweets to detect 
domain experts within twitter. The process uses 
mentions of entities within tweets and relates these 
entities to Wikipedia articles. In the next step the 
Wikipedia category graph is used to define a topic 
model as well as a knowledge model for each user. 
Additionally parts of the social graph of the twitter 
network are taken into account to define Domain 
Experts. 

License Open Source 

Implementation Language Java 

Required by ARCOMEM 
Components 

Archive Package, Storage Package, Cross Crawl 
Analysis Controller 

Required ARCOMEM Components Storage Package (Data stored from (multiple) twitter 
crawl cycles) 

Required External Components Wikipedia Dump for wikifiaction and categorization of 
Users, Parts of Twitter Social Graph 

Interface Style Java API 

API/Function(s) provided get Domain Experts for Query/Topic, get content from 
Domain Experts for Query/Topic/Domain 

Input Values and Format Twitter profiles and connections, tweets (provided by 
the crawler) 

Output Values and Format  

Triggered Actions (eg API calls)  

Scalability and Performance  

Comments  

 

5.3.10.3 Named Entity Evolution  

Component Name Named Entity Evolution Recognition (NEER) 

Responsible Partner LUH 

Work Package WP3 

Planned Release Date 03/2013 

Description NEER is an unsupervised method for named entity 
evolution recognition independent of external 
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knowledge sources. We make use of properties of 
named entities to find time periods with high likelihood 
of evolution. By analysing only these time periods using 
a sliding window co-occurrence method we capture 
evolving terms in the same context. 

License Open Source 

Implementation Language Java, Perl 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components Cross Crawl Analysis Controller, Archive, Storage 

Required External Components GATE, TreeTagger 

Interface Style Java API 

API/Function(s) provided  

Input Values and Format collection of documents with time information 

Output Values and Format synonyms of named entities 

Triggered Actions (eg API calls)  

Scalability and Performance The processing is complex but can be parallelized by 
using Hadoop. 

Comments  

 

5.3.10.4 Trending Topic Detection Module  

Component Name Trending Topic Detection 

Responsible Partner YIS 

Work Package WP3 

Planned Release Date  

Description Given a collection of articles (plain text) ordered in time, 
the components identifies trending topics. 

License  

Implementation Language Java 

Required by ARCOMEM 
Components 

 

Required ARCOMEM Components  

Required External Components  

Interface Style Java API 

API/Function(s) provided  

Input Values and Format time-ordered “clean” text articles. 

Output Values and Format sets of words representing the trending topics 

Triggered Actions (eg API calls)  
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Scalability and Performance  

Comments The final integration of this component into the 
ARCOMEM framework has not finally been decided.   

 

5.3.10.5 Twitter Dynamics  

Component Name Twitter Dynamics 

Responsible Partner ATHENA 

Work Package WP3 

Planned Release Date 11/2012 

Description Dynamics is a library for exploring the associations 
between terms and hashtags found in Tweets, and their 
temporal associations. 

License  

Implementation Language Java, SQL 

Required by ARCOMEM 
Components 

No direct dependency 

Required ARCOMEM Components No direct dependency 

Required External Components Twitter4j library 

Interface Style Java API 

API/Function(s) provided Operators to  

select, modify, or extend term associations 

Input Values and Format JSON formatted tweets 

Output Values and Format Tuples modeling temporal term associations 

Triggered Actions (eg API calls) ./. 

Scalability and Performance  

Comments  
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5.3.11 User and User Interface Components 

 

 

Figure 23: User and User Interface Components 

 

5.3.12 SARA Application  

 

Figure 24: SARA Application 

 

Component Name SARA Application 

Responsible Partner ATC 

Work Package WP 8 

Planned Release Date 09/2012 

Description This application provides a GUI to journalist and 
parliamentarians for browsing and searching within the 
collected archive. Details can be found in the 
deliverables D8.2 and D9.2. 

License  

Implementation Language Java/JSF framework 

Required by ARCOMEM 
Components 

./. 

Required ARCOMEM Components Document Store, Knowledge Base 

Required External Components Solr Server 

Cultural Analysis Twitter- GUI

Response to News – GUI

Diversification – GUI

Social Search – GUI

Trust & Reputation - Wikis – GUI

Trust & Reputation  - Twitter – GUI

Geographical Entities and Geographical Origin

– GUI

Trending Topic Detection News

Dynamics in Twitter - GUI

SARA Application
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Interface Style GUI 

API/Function(s) provided Not applicable 

Input Values and Format Not applicable 

Output Values and Format Not applicable 

Triggered Actions (eg API calls) Not applicable 

Scalability and Performance Scalability based on Solr Server (this could be deployed 
as a cluster, for load balancing or a shard). 

Comments  

 

5.4 Major Workflows 

The following state diagrams describe the interaction between the packages in order to learn a 
crawl specification, to start a crawl and archive finally the relevant content. The diagrams are 
based on requirements given by the archivist in section 3.3.1. 

5.4.1 Learning the Crawl Specification 

 

 

Crawler Cockpit Crawler Offline Analysis Export

Start Crawl

Crawl Next Page

Start Offline Analysis

Suggested Specification Update

Storage

Store Web Objects

Web Objects Stored

Store Metadata

Metadata Stored

Crawl Specification

Updated Crawl Specification
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5.4.2 Crawling 

 

Figure 25: Crawling Sequence Diagram 

5.4.3 Archiving 

 

 

Figure 26: Archiving Sequence Diagram 

  

Crawler Cockpit Crawler Online Analysis Offline Analysis Export

Start Crawl

Start Analysis

Relevance Ranking

Crawl Next Page

Start Offline Analysis

Status: Crawl Done

Status: Offline Analysis Done

Storage

Store Web Objects

Web Objects Stored

Store Metadata

Metadata Stored

Crawler Cockpit Export

Appraisal and Selection of Content

Status: Content Archived

Storage Archive

Archive Content

Content Archived

Clean-Up
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6 Release Planning  

In the following we describe the release planning of the ARCOMEM core system. The planning is 
based in the availability of the individual components as described in the previous section. The 
release planning for the applications is not part of this development. For details about the 
application the interested reader is referred to the deliverables D8.2 and D9.2.  

6.1 ARCOMEM V1 (Spring 2012 Release) 

Release Date: May 2012 

New Components Included: 

 HBase (ATHENA)  

 Document Store (IMF) 

 Knowledge Base (ATHENA) 

 WARC Import (IMF) 

 WARC Export (SOTON) 

 Heritrix Adaptive Crawler (ATHENA) 

 GATE on-line analysis (USFD) 

 Application Aware Helper (IT) 

 Prioritization Module(LUH) 

Planned Crawl Campaign: Rock am Ring 2012 

6.2 ARCOMEM V2 (Autumn 2012 Release) 

Release Date: September 2012 

New Components Included: 

 API Crawler WARC Export (IT) 

 API Crawler (IT) 

 Offline Analysis Controller (SOTON) 

 GATE off-line analysis (USFD) 

 Topic Extraction (YIS) 

Planned Crawl Campaign: US Elections 2012 (mid October – mid November) 

 

6.3 ARCOMEM V3 (Winter 2012 Release) 

Release Date: December 2012 

New Components Included: 

 Diversification Pre-Processing (ATHENA) 
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 Trust & Reputation – Wikis – PreProcessing (IT) 

 Social Search (IT) 

 IMF Large Scale Crawler (IMF) 

 User Profile Relevance – Twitter (LUH) 

 User Profile Relevance – Twitter Pre-Processing (LUH) 

 Enrichment and Consolidation (LUH) 

 Entity Extraction from Images (SOTON) 

 Entity Extraction from Video (SOTON) 

 User Detection (SOTON) 

Planned Crawl Campaign: Financial Crisis Crawl 2013 

6.4 ARCOMEM V3.5 (Cebit 2013 Release) 

Release Date: February 2013 

Bug Fix Release 

6.5 ARCOMEM V4 (Spring 2013 Release) 

Release Date: April 2013 

New Components Included: 

 Relevance Analysis (LUH) 

 Opinion Identification from Images (SOTON) 

 Multimodal Opinion Analysis (SOTON) 

 Cross Crawl Analysis Controller (LUH) 

 Named Entity Evolution (LUH) 

Planned Crawl Campaign: Crawl Campaign: Rock am Ring 2013 

6.6 ARCOMEM V5 (Summer 2013 Release) 

Deliverable: D7.4 

Release Date: July 2013 

New Components Included: 

 Reputation – Twitter – PreProcessing (IT) 

 Twitter Domain Expert Detector (LUH) 

 Trending Topic Detection Module (YIS) 

 Dynamics in Twitter (ATHENA) 

Crawl Campaign will be defined later. 
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6.7 ARCOMEM V6 (Final Release) 

Release Date: October 2013 

Bug Fix Release 
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7 Conclusions  

This document described the refined version of the ARCOMEM use cases, requirements and 
architecture. ARCOMEM is a visionary system that plans to efficiently integrate research and 
business innovation in order to harness the “wisdom of the crowds”. Our four user partners, after 
evaluating the first prototype of the ARCOMEM system, updated the initial use cases identified in 
D1.1 and re-prioritized their requirements according to this feedback. The overall system 
architecture has been refined accordingly, to reflect the consortium’s experience as a whole.  
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A. APPENDIX 

A.1 Crawl Setup options 

 

Figure 27: Edit campaign description 

No. Description 

1. Here you can add a brief description about the crawler campaign. 

2. Here you can add a short title e.g. “Rock am Ring 2012 Crawl”. 

3. Here you can add additional comments e.g. “modified setup v1.2”. 

4. Here you can add tags. The tags help you to find and identify your campaign. 

5. Here you can add an icon.  

 

 

Figure 28: Setup target content 
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No. Description 

1. Here you can define the keywords for the data harvesting process. 

2. Here you can define a specific event e.g. “Rock am Ring 2012”. 

3. Here you can define the date of the event. 

4. Here you can define a specific geo location (country and place) for the campaign. 

5. 
Here you can narrow down the circle of persons that are relevant for the 
campaign.  

6. Here you can define the gender of the selected persons. 

7. 
Here you can define if content from a specific organization is relevant for the 
campaign. 

8. Here you can narrow down the relevant content languages for the campaign. 

9. Here you can define the URLS, the scope and frequency of the crawl. 

10. Here you can schedule the crawl.  

11. Here you can specify the schedule definition by year-month-day-hour and minute. 

 

 

Figure 29: Setup target sources 

 

No. Description 

1. Here you can select an API source e.g. Facebook, Twitter, Google+ 

2. Here you can select a blog network e.g. Blogspot, Wordpress, Tumblr 

3. Here you can select a video networt e.g. YouTube, Vimeo 

4. Here you can select an image network e.g. FlickR 

5. Here you can select discussion networks e.g. GoogleGroups 
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Figure 30: Setup API preferences 

No. Description 

1. Here you can add an API access controller. 

2. Here you can select the relevant Social Networks for the crawl. 

3. 
Here you can add the specific API token for the Social Network to access the 
stream. 

4. Here you can activate or deactivate the access to the Social Network. 

 

 

Figure 31 Refine existing crawl specification 

 

No. Description 

1. 
Here you can select the relevant API (e.g. Twitter, Facebook) for the additional 
crawl. 

2. Here you can select the relevant blogs for the additional crawl. 

3. Here you can select the relevant video networks for the additional crawl. 

4. Here you can select the relevant image networks for the additional crawl. 

6. Here you can select the relevant discussion groups for the additional crawl. 

7. Here you can add new URLS and define the scope and frequency of the crawl. 
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B. APPENDIX 

B.1 Sample Outlinks 

The sample has been selected randomly among the unique links.  

https://www.googleapis.com/plus/v1/activities/z131dn2xzpzlztr5l04cir3rks2scbrrio00k/people/resha
rers 

http://gdata.youtube.com/feeds/api/videos/fOFIJIpFF7Q/related 

http://a0.twimg.com/profile_images/2275106823/8jvtabyzduhckrk0w9rx_normal.jpeg 

http://t.co/EoRzUke2 

http://gdata.youtube.com/feeds/api/videos/iubMNZojscY 

http://t.co/XmSbqsIn 

http://gdata.youtube.com/feeds/api/videos/rAcjP89NSrk/comments 

https://plus.google.com/102397052073935758476 

https://si0.twimg.com/profile_images/1719553460/000a06hfaQT_normal.jpg 

http://www.youtube.com/watch?v=Zxwo5P2vCpg&feature=youtube_gdata 

https://plus.google.com/102550228128703017817/posts/8KFKrnZ6VVp 

http://a0.twimg.com/profile_images/2235691890/IMAG7930_normal.jpg 

https://www.googleapis.com/plus/v1/activities/z13pezxxllasuti2c22ptxigvofshjeew/people/plusoners 

http://gdata.youtube.com/feeds/api/videos/1P3MegpkaMI/ratings 

http://www.youtube.com/v/j2xD6j7wezA?version=3&f=videos&d=ARNmGO9WAi8bm7jMZ73Mw_I
O88HsQjpE1a8d1GxQnGDm&app=youtube_gdata 

https://si0.twimg.com/profile_images/2271337533/1__949__normal.jpg 

http://a0.twimg.com/profile_images/2260711707/294702_10150280149954205_568144204_7894
288_4723386_n_normal.jpg 

http://i.ytimg.com/vi/u2wM1WgOH6M/3.jpg 

B.2 Analysis of the triples 

Results are based on a sample of 1,800,000 triples (about 2.2% of the total). 

Qualitative analysis 

The scheme was not fully operational; the separation between user information and post 
information was not complete. The scheme had to be clearly defined and implemented. There also 
was a problem with the Facebook API 

Detailed results 

A count of all the different predicates produced for each platform was made. It allowed us to see 
the structure of the data we fetched. 
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All the results are in a full report, available on the internal wiki5. To give an example, we had the 
following results regarding Flickr data. 

 

Total unique posts: 14275 

 { 

  "isfamily": 27042,  

  "title": 27531,  

  "farm": 27546,  

  "ispublic": 27145,  

  "server": 27197,  

  "isfriend": 27136,  

  "secret": 26945,  

  "owner": 27111,  

  "id": 27061 

 } 

 

The interesting predicates here would be title, id and owner; the others are not relevant in the 
ARCOMEM perspectives. 

 
 

                                                

5 http://wiki.arcomem.eu/doku.php?id=tasks:task_5.1:api_crawling:rar_triples 

http://wiki.arcomem.eu/doku.php?id=tasks:task_5.1:api_crawling:rar_triples

