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Executive Summary

This deliverable describes the approaches and results concerned with the extraction 
and dynamics of opinions within WP4, deploying text mining, NLP, image analysis and 
semantic data integration technologies. We focus on three main types of media: textual 
documents, images and multimedia. We discuss the main challenges arising from the 
ARCOMEM requirements, and show how we attempt to tackle them. For each task, we 
describe the methodology used, the links with related work in other WPs and projects, 
and the first experimental results. Finally, we give some outlook about the next steps to 
be undertaken and areas for improvement.
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1.  Introduction

This report follows the deliverable D3.1 which detailed the data models and system architecture for 
the extraction  of  ETOEs  (Entities,  Topics,  Opinions  and  Events). Here we describe the 
methodology for extracting opinions and the applications developed, as well as some preliminary 
evaluations. The deliverable is strongly correlated with D3.2, which describes the methodology, 
applications and evaluations of the other ETOEs components, namely entities, events and topics. 
Figure 1 gives a very simple depiction of the relationship between tasks in WP3 and WP4. Opinion 
mining (in red) represents WP4, whereas the components in blue all represent WP3 tasks.

 1.1 Opinion Model

As described in D3.1, opinion captures sentiments about information. In general, information 
regarding opinions is expressed by means of three concepts (see Figure 2):

1. OpinionHolder: the author/contributor (subClassOf Entity)

2. SentimentClassification: a classification of the way in which the opinion is expressed, for 
instance binary (positive/negative), or on a scale). The classification of opinion types are for 
the moment restricted to two classes: 

• Polarity represents the basic positive/negative/neutral classification. 

• Scale indicates a gradient classification from e.g. very negative to very positive.

2012 © Copyright lies with the respective authors and their institutions.

Figure 1: Opinion Mining and ETOEs detection
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3. OpinionTarget: the entities, events etc. the opinion is about. Targets are of the class

InformationObject.

 1.2 User requirements

According to the requirements detailed in D1.1, the ARCOMEM application should have significant 
advantages over current work practices and tools, as it will provide better insights into:

• what is used, how and when (short- to long-term);

• what is liked / disliked (short-term);

• what triggers debate / starts interaction (short- to mid-term);

• where content of the producers ends up, where it is linked and displayed etc. (mid- to long-
term);

• whether the content influences opinion building (mid- to long-term).

In terms of fulfilling these requirements, the tasks in this WP assist with the following primary goals:

• Access facilities to the Web archive: for the short- to mid-term usage the Web archive 
should grant the web archivist a content and structural access to the Web Archive data. 
Beside the classic Web archive retrieval approaches for content based access, a structural 
access allows the retrieval of content based on e.g. the “Top 10 of the age-group 12-25”, 
“most wanted overall”, “most valuable comments in Facebook, YouTube ...”, “highest 
appraisal in the blogosphere”, “best performing video of the week”.

• Getting at demographically structured user data from the Web archive: this essentially 
entails seeing which kind of people are interested in and like/dislike which articles/topics, 
and in particular with respect to changes over time (opinion dynamics).

Figure 2: Opinion model
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In terms of the parliamentary archives, these will be exploited to demonstrate how the wealth of 
preserved documentaries can be jointed with the available current views and opinions in the social 
Web, in order to comprise a new way of more accurately and completely capturing history. The key 
concept of the envisaged pilot will be the progressive archiving of Web content, which is assessed 
and selected in order to be preserved in time and to build the national, as well as the international, 
political history. Since the content of the parliamentary archives maintains a variety of themes, the 
benefits of the social discourse analysis on the Web are of great significance for both the 
Parliaments and the policy makers and citizens. With respect to the opinion mining tasks, the 
following are particularly relevant:

1. Complementarity of the archives on a European level with each other and with the 
Social Web: ARCOMEM tools will enable policy makers and citizens to combine the views 
reflected on the Social Web sources, representing the individuals’ perception of how news 
is happening, with the official records of professionals, which comprise the valuable asset 
of the parliaments.

2. Revealing the hidden content to provide added-value to parliamentary archives: the 
relevant pilot scenario will focus on how the social Web is an increasingly significant 
information source to constitute a living memory archive, which structures the views of 
citizens and associates them with the evolving events recorded in the parliamentary 
archives.

3. Setting the public as the driving force for formulating the future: Social Web is 
exploited as the main democratic channel to express the public’s opinion on crucial social 
events. For example, the "parliamentary complex", i.e. the public bodies responsible for the 
legislative processes, will be guided by public discourse on Social Web about policy issues, 
enabling the citizens’  participation and responsiveness to obtain the appropriate 
legitimization for their involvement in the formulation of the relevant legislative processes. 
Thus content extraction from the Social Web may become an activity complementary to 
formal consultation processes in the future.

With respect to the Rock am Ring scenario, the opinion mining tasks will assist SWR with the 
following requirements:

1. Quantify and qualify the impact of the event "Rock am Ring" in the social web. How 
do people talk about the coverage? Who recommends it and where in the Web2.0? What is 
the sentiment of comments, reactions and appraisal? How is the content spread out on 
different social media platforms?

2. Sentiment analysis. What is the sentiment of feedback like? Are there more positive or 
negative opinions about SWR's coverage of "Rock am Ring"?

3. Social and demographic information. How is the feedback related to different target 
groups? For example, is there more appraisal from digital natives than from older people? 
What do people with a university degree say?

4. Discover key influencers. What kind of hubs does SWR reach? Are there any key 
influencers talking about them and what does their social graph look like? Whom did SWR 
miss?

With respect to the “News for Digital Natives” scenario, the opinion mining tasks will assist SWR 
with the following requirements:

1. Access to social multimedia content. Journalists often search for videos, audios and 
images to illustrate a story. ARCOMEM must provide a sophisticated access to multimedia 
content, e.g. journalists should be able to search videos with a certain quality, length and 
license status (e.g. creative commons or gnu public license). The multimedia and 
multimodal opinion mining tasks are crucial here.

2012 © Copyright lies with the respective authors and their institutions.
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2. Differentiate facts and opinions. Good stories confront different points of view, thus 
journalists often search for persons with a distinct opinion. On the other hand, facts are a 
must as well. ARCOMEM must support the access to both facts and opinions about a given 
topic.

 1.3 Preservation 

Web preservation plays an important role in the ARCOMEM project, where we attempt to deal with 
the enormous size and growth of the web, and in particular social media, through the selection and 
storage of community memories. In this way, we try to create snapshots of the community's views 
on social events, focusing in this project on two main specific scenarios. It is not feasible - or 
indeed useful - for archivists to just store everything about a particular topic, and thus the issue of 
selection is an important one. The community memories that we focus on  in this project revolve 
primarily around topics, entities, events and opinions about them. The opinions are crucial in trying 
to capture a balanced view and in representing not just facts but also in preserving the community 
viewpoints, thoughts and feelings at the time of these events, something which is vital for historians 
and for anyone who wishes to look back on previous history. The detection of opinions is also vital 
in ensuring that a balanced crawl is adopted, representing all kinds of differing views about each 
topic crawled. Preservation is also strongly linked to temporal aspects of information. Task 2.1 
contains a subtask connected with dynamics of opinions (see Section 2.2). While this subtask has 
only been recently started, and is a particularly challenging one, it nevertheless holds a significant 
role within the project. Extracted opinions and sentiments will be time-stamped and stored in a 
knowledge base which is enriched continuously as new content and opinions come in. A 
particularly challenging question is how to detect emerging new opinions, rather than adding the 
new information to an existing opinion for the given entity. Contradictions and changes also need 
to be captured and used to track trends over time, for example  through opinion merging, which 
forms part of future work in the second half of the project.

 1.4 Architecture and Approach

The work described in this deliverable is closely related to that described in D3.2, since it forms the 
remaining component of the ETOEs detection and enrichment. The opinion mining components 
described here are therefore all  designed to conform to the approach and architecture used in 
WP3, and we therefore do not reiterate the details here. All four levels of processing : crawling,  
online processing, offline processing,  and dynamics analysis will  be represented at the opinion 
level (though currently opinion mining is not represented in the online processing) and follow the 
same procedure as for the other ETOEs; similarly, the representation of opinions is defined with 
respect to the same data model and stored in a similar way in the ARCOMEM database. The data 
model has already been detailed in D3.1 and is not repeated here. 

The work package aims ultimately to produce a set of reusable components for opinion mining. 
From the textual processing side, components are implemented in an open framework which has 
state-of-the-art properties for rapid development and deployment of language processing (GATE1) 
and which has been proven as a vehicle for service-based computing in previous projects including 
the LIRICS implementation of ISO TC37/SC4 lexicographical and linguistic processing standards. 
The components are open source under the LGPL licence. Components related to visual- and 
multimodal- opinion analysis are being implemented in the OpenIMAJ2 library, which is released as 
open source under the BSD license.

1 http://gate.ac.uk/  
2  http://openimaj.org 

http://openimaj.org/
http://gate.ac.uk/
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 1.5 Scalability

One important issue that needs to be considered in this WP is the scalability of the tools 
developed. Scalability is an important concern, because even a small targeted crawl may result in 
millions of crawled URLs and their associated documents (for example, the ARCOMEM financial 
crisis test crawl contains of 7.5 million unique URL-document pairs, and is over 600GB in size). 
Within the ARCOMEM framework (described in detail in the documentation accompanying D7.2), 
the opinion analysis software is deployed as a set of standard offline processing modules. These 
modules are designed to be run in a distributed manner across a cluster of machines using the 
Hadoop MapReduce framework. One of the goals of the framework is to minimise the amount of 
data that needs to be transferred during processing by pushing computation to the compute nodes 
where the data is stored.  Within the project,  the Internet  Memory Foundation is deploying the 
hardware cluster on which the modules will run, and some of the other partners have their own 
clusters, which are used for module development, and testing.

As far as the text mining components go, GATE is, to the best of our knowledge, the most widely 
used and robust text mining system in the world. It has been in active development and use for 
over 15 years by a huge community of users, and excels at text analysis of all shapes and sizes 
over a wide variety of languages, domains and tasks. One of its main strengths is precisely its 
scalable nature. For example, in a recent project for The National Archives3, GATE was used to 
analyse, index and search their entire electronic archive (42TB of data in various formats, totalling 
around 700 million documents) [28]. We have also recently run a series of performance tests on 
GATE and GATECloud using large datasets [45]. Specifically, we used 3 document collections: 50 
million tweets (short texts), 20,000 news articles (medium length texts), and 100,000 patents (large 
texts, up to 6 Mb), and tested the setup on a desktop, a server and on the GATECloud.net swarm 4

The  OpenIMAJ  framework  was  designed  with  scalability  in  mind,  and  contains  a  number  of 
features  that  allow  it  to  interface  directly  with  the  Hadoop  MapReduce  framework  to  enable 
distributed computation. A number of facets related to the scalability of local feature extraction and 
indexing,  which  is  an important  first  step  in  investigating  the link  between  visual  content  and 
opinion, are described in D3.2.

The detection of opinion dynamics has lower scalability requirements because it  only needs to 
process the extracted opinions instead of the raw documents. Nevertheless, scalability is one of 
the major goals in the  development of this component. This will  be achieved primarily by using 
parallel  processing  in  the  MapReduce  framework,  exploiting  the  fact  that  the  analysis  of  the 
opinions on different topics is largely independent.

3 http://www.nationalarchives.gov.uk/  
4 https://gatecloud.net/  

2012 © Copyright lies with the respective authors and their institutions.
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 2 State of the Art Techniques for Opinion Mining

While opinion mining is a relatively new field of research, there has nevertheless been much 
research over the last decade (and beyond) into techniques for identifying and classifying opinions. 
[35] present a wide-ranging and detailed review of traditional automatic sentiment detection 
techniques, including many sub-components, which we shall not repeat here. In general, sentiment 
detection techniques can be roughly divided into lexicon-based methods [37][43][46]and machine-
learning methods, e.g. [5]. Lexicon-based methods rely on a sentiment lexicon, a collection of 
known and pre-compiled sentiment terms. Machine learning approaches make use of syntactic 
and/or linguistic features [34][20], and hybrid approaches are very common, with sentiment 
lexicons playing a key role in the majority of methods, e.g. [16]. For example, [30] establish the 
polarity of reviews by identifying the polarity of the adjectives that appear in them, with a reported 
accuracy of about 10% higher than pure machine learning techniques. However, such relatively 
successful techniques often fail when moved to new domains or text types, because they are 
inflexible regarding the ambiguity of sentiment terms. The context in which a term is used can 
change its meaning, particularly for adjectives in sentiment lexicons [31]. Several evaluations have 
shown the usefulness of contextual information [50][52], and have identified context words with a 
high impact on the polarity of ambiguous terms [19]. A further bottleneck is the time-consuming 
creation of these sentiment dictionaries, though solutions have been proposed in the form of 
crowdsourcing techniques5.

Recently, techniques for opinion mining have begun to focus on social media, combined with a 
trend towards its application as a proactive rather than a reactive mechanism. Understanding 
public opinion can have important consequences for the prediction of future events. One of the 
most obvious applications of this is for stock market predictions: [6] found that, contrary to the 
expectation that if the stock markets fell, then public mood would also become more negative, in 
fact a drop in public mood acts as a precursor to a fall in the stock market. It has been suggested 
more recently, however, that there are a number of flaws in this work6.

Almost all the work on opinion mining from Twitter has used machine learning techniques. [34] 
aimed to classify arbitrary tweets on the basis of positive, negative and neutral sentiment, 
constructing a simple binary classifier which used n-gram and POS features, and trained on 
instances which had been annotated according to the existence of positive and negative 
emoticons. Their approach has much in common with an earlier sentiment classifier constructed by 
[20], which also used unigrams, bigrams and POS tags, though the former demonstrated through 
analysis that the distribution of certain POS tags varies between positive and negative posts. One 
of the reasons for the relative paucity of linguistic techniques for opinion mining on social media is 
most likely due to the difficulties in using NLP on low quality text, something which machine 
learning techniques can -- to some extent -- bypass with sufficient training data. For example. the 
Stanford NER drops from 90.8% F1 to 45.88% when applied to a corpus of tweets [25]. [41] also 
demonstrate some of the difficulties in applying traditional POS tagging, chunking and Named 
Entity Recognition techniques to tweets, proposing a solution based on LabeledLDA [38].

There also exists a plethora of commercial search-based tools for performing sentiment analysis of 
tweets. Generally, the user enters a search term and gets back all the positive and negative (and 
sometimes neutral) tweets that contain the term, along with some graphics such as pie charts or 
graphs. Typical basic tools are Twitter Sentiment7, Twendz8 and Twitrratr9. Slightly more 
sophisticated tools such as SocialMention10 allow search in a variety of social networks and 
produce other statistics such as percentages of Strength, Passion and Reach, while others allow 
5 http://apps.facebook.com/sentiment-quiz  
6 http://sellthenews.tumblr.com/post/21067996377/noitdoesnot  
7 http://twittersentiment.appspot.com  
8 http://twendz.waggeneredstrom.com  
9 http://twitrratr.com  

http://twitrratr.com/
http://twendz.waggeneredstrom.com/
http://twittersentiment.appspot.com/
http://sellthenews.tumblr.com/post/21067996377/noitdoesnot
http://apps.facebook.com/sentiment-quiz
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the user to correct erroneous analyses. On the surface, many of these appear quite impressive, 
and have the advantage of being simple to use and providing an attractive display with copious 
information about trends. However, such tools mostly aim at finding public opinion about famous 
people, sports events, products, movies and so on, but do not lend themselves easily to more 
complex kinds of opinion or to more abstract kinds of searches. Furthermore, their analysis tends 
to be fairly rudimentary, performance can be quite low, and many of them do not reveal the 
sources of their information or enable any kind of evaluation of their success: if they claim that 75% 
of tweets about Whitney Houston are positive, or that people on Facebook overwhelmingly believe 
that Greece should exit the eurozone, we have no proof as to how accurate this really is. 

Our approach to opinion mining takes inspiration from a number of sources. It is most similar to the 
work of [46] in terms of technique, but because we focus on social media, we need to employ 
some different strategies to deal with the linguistic issues imposed. For example, we incorporate 
detection of swear words, sarcasm, questions, conditional statements and so on, while our entity-
centric approach focuses the opinions on specific topics and makes use of linguistic relations.  We 
also make use of some of the techniques from our work in the Musing project involving sentiment 
classification of companies and products for business intelligence applications [42].

Sentiment analysis of multimedia is a fledgling research area and is much less mature than 
research using textual information. Current research in multimedia opinion mining has 
concentrated on two areas in particular. Firstly, there has been work in the area of automatic facial 
expression recognition [17][47][36]. Secondly, there has been some work on associating low-level 
image features with emotions and sentiments [49][51][53][54][44]. 

The automated detection of facial expression is still a long way from being applicable to 
unconstrained real-world images, where even the task of reliably detecting a face is not completely 
solved. The idea of associating low-level visual features with sentiments has recently shown some 
promise. Experiments using very small datasets with relatively simple colour [51] and texture [53] 
based features have shown that certain (low-level) visual characteristics can indicate sentiment. 
Experiments with a much larger dataset of over half a million images collected from Flickr [54][44] 
have also shown that there is a considerable correlation between SIFT-based bag-of-words, and 
colour features to sentiment polarity.

Our approach to multimedia opinion analysis within ARCOMEM is to build upon existing work in 
three specific ways. Firstly,  with the tools we have in OpenIMAJ, we have a very rich low-level 
feature-set from which to analyse raw image content; this allows us to experiment with different 
and  larger  combinations  of  features  than  have  been  used  in  previous  works.  Secondly,  the 
scalability  of  our  tools  allows  experiments  on  a  much  larger  scale  than  previously  seen;  in 
particular  this allows us to train statistical  classifiers with much richer data. Finally,  we plan to 
investigate  the combination  of  different  approaches;  we  can combine  different  types  of  image 
analysis  (e.g.  statistical  sentiment  classification  from  low-level  features  and  facial  expression 
analysis), and also integrate analysis of textual data related to the multimedia object.

The task of detecting opinion change events is relatively new, as most aggregation techniques 
present only frequency statistics of different opinions over time and rely on human interaction to 
interpret them or correlate them to different datasets (see for example[15]).  Some recent work has 
begun to tackle this problem  [2][32] which use sudden increases in the number of  positive or 
negative opinion mentions (“bursts”) to detect events that attract different opinions. In both works 
however,  only  global  trends  are  considered  and  detected.  For  our  use  cases  we  are  more 
interested in changes at the entity level, such as detecting when the opinion about a public figure 
or a policy suddenly changes as a result of external events. A further limitation of the given works 
is that they rely on manual mood labels provided by authors of LiveJournal blog posts instead of 
extracting opinions directly from text. This limits the ability to assign opinions to specific targets. It 
also limits the available data to that produced by this specific community, which increases the bias 
in the aggregated results. We will therefore rely on the results of the opinion extraction from the 
crawled texts.
10 http://socialmention.com  

2012 © Copyright lies with the respective authors and their institutions.
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 3 Opinion Identification and Classification

The aim of this task is the creation of an opinion identification module in order to detect opinionated 
text  at  predicate,  sentence  and  paragraph  level.  The  relevance  of  the  identified  opinion  is 
determined based on the relevant social media context items, while extracted opinions are related 
to the correct part of the archived item. Ultimately, we aim to classify opinions at various levels of  
textual granularity along the dimensions of negative-positive polarity, discrete scale, opinion types, 
opinion  validity  and  shifts  in  opinion  over  time.  As  a  first  step,  however,  we  investigate 
classification according to polarity, scale and dynamics (shifts over time). The task is divided into 
two sub-tasks: opinion mining from text, and dynamics of opinions. In the rest of this section, we 
describe these subtasks and the applications  we  have developed so far,  and report  on some 
evaluation, related work and future plans.

 3.1 Opinion Mining from Text

Along with entities, topic and events, opinions form the final part of the set of ETOEs that we aim to 
recognise. In Section 1 we discussed the relationship between the opinion mining task and the 
general ARCOMEM requirements. More specifically, in T2.1 we aim to extract information which 
will help answer the following questions (in correlation with other tasks such as those in WP2 and 
3).

• What are the opinions on crucial social events and on the key people involved?

• How are these opinions distributed in relation to demographic user data?

• How have these opinions evolved over time?

• Who are the opinion leaders?

• What is their impact and influence?

Most opinion mining techniques make use of machine learning, but this is problematic in 
applications such as ours where a number of different domains, languages and text types are 
involved, because models have to be trained for each one, and large amounts of training data are 
required for good results. Typically, classifiers built using supervised methods, e.g. [4], perform 
well on polarity detection tasks, but when used in new domains, their accuracy reduces 
disastrously [1]. While some work has focused on adapting ML methods to new domains [2], this 
only really focuses on the use of different keywords in similar kinds of text, e.g. product reviews 
about books vs. reviews about electronics. Our entity-centric approach, on the other hand, makes 
use of rule-based NLP techniques, but in contrast to more traditional NLP approaches involving full 
parsing, we use a much shallower but more focused approach based around entity and event 
recognition, which lends itself better to non-standard text.

We have developed a series of initial applications for opinion mining from social media using 
GATE.  These  are  based on some  preliminary  work described in [27], which focused on 
identification in tweets of sentiments about political parties. We have extended this to a more 
generic analysis of sentiment about any kind of entity or event mentioned, within the  two 
ARCOMEM-  domains of the current Greek financial crisis and the Rock am Ring rock festival in 
Germany in 2010. In both cases, we perform first a basic sentiment analysis by associating a 
positive, negative or neutral sentiment to each relevant opinion target, together with a polarity 
score. In the current scenarios, this could be any entity or event which is pertinent to the domain 
and use case. In the Rock am Ring corpus, this might be the overall event, a band or a band's 
particular performance at the concert, or some sub-event such as a light show that occurred during 
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the performance. In the Greek crisis corpus, this might be a politician, an organisation, or an event 
such as a general strike or a relevant meeting that took place.

The opinion mining application first requires that the corpus be annotated with entities and events. 
The extraction of these is detailed in D3.2, and involves recognition of Named Entities, terms, and 
domain-specific events based on relations. Entities and events are used as potential targets for the 
opinions, although we do also annotate some sentences that contain opinions but do not have an 
obvious target. Currently, we only use the events recognised by the top-down template-based 
approach, because these are more accurate than those recognised by the bottom-up approach.

 3.1.1 Sentiment Analysis Application

The sentiment analysis application comprises the following components:

• Flexible Gazetteer Lookup: this matches the lists of affect/emotion words against the text. 
We use a flexible gazetteer which means that the words in the list are matched according to 
their root form. This enables different lexicalisations, e.g. plurals, different verb forms etc. to 
match against each other. However, we do restrain the matching (at a later point in the 
grammar rules) so that a match is only valid if the same POS applies to both, i.e. a verb will 
not be matched with an adjective. This is because many sentiment-bearing words differ in 
sentiment when used as different parts of speech (compare e.g. "I like it" with "someone 
like me").

• Gazetteer Lookup: this matches lists of affect/emotion words against the text only if they 
occur in exactly the same form as the list, i.e. different lexicalisations are not matched, 
because these tend to be specific terms such as swear words or phrases. For example, 
"bloody" is often used as a swear word, but "blood" is not, so we only want a match with a 
swearing sentiment when it is used as an adjective.

• Sentiment Grammars: set of hand-crafted JAPE rules which annotate sentiments and link 
them with the relevant targets and opinion holders

• RDF Generation: creates the relevant RDF-XML according to the data model from the 
annotations

The approach we take for sentiment analysis is a rule-based one which is quite similar to that used 
by [46], focusing on building up a number of sub-components which all have an effect on the score 
and polarity of a sentiment. The main body of the opinion mining application involves a set of JAPE 
grammars which create annotations on segments of text. JAPE [12] is a Java-based pattern 
matching language used in GATE. The grammar rules use information from gazetteers combined 
with linguistic features (POS tags etc.) and contextual information to build up a set of annotations 
and features, which can be modified at any time by further rules. The set of gazetteer lists contains 
useful clues and context words: for example, we have developed a gazetteer of affect/emotion 
words from WordNet [29]. These have a feature denoting their part of speech, and information 
about the original WordNet synset to which they belong. The lists have been modified and 
extended manually to improve their quality: some words and lists have been deleted (since we 
considered them irrelevant for our purpose) while others have been added. We currently have lists 
for the following types:

• anger (e.g. evil, exasparating, furious)

• bad (e.g. abyss, illegal, incompetent)

• disgust (e.g. loathsome, offensive, disgraceful)

• fear (e.g. dreaded, frightened)

2012 © Copyright lies with the respective authors and their institutions.
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• joy (e.g. exciting, favourable, pride)

• sadness (e.g. misery, unhappy, remorseful)

• surprise (e.g. mystify, wondrous, baffle)

• "bad" phrases (e.g. down the drain, to the dogs)

• cheeky smileys (e.g. :P, xpXP)

• sarcastic smileys (e.g. *-), :D)

• adjectival swear words/phrases (e.g. damn, manky)

• nominal swear words/phrases (e.g. git, chav)

Note that in most cases, smileys are added to the relevant list, e.g. sad smileys are added ot the 
sad list, with the value of the "POS" feature as simply "smiley". The reason for the two separate 
lists of smileys is simply that we do not have any words in these two categories; however, the 
smileys are useful because they convey a sentiment - for example, adding a sarcastic smiley to a 
post may change the meaning from the literal interpretation.

Once sentiment-bearing words have been matched, an attempt is made to find a linguistic relation 
between an entity or event in the sentence or phrase, and one or more sentiment-bearing words, 
such as a sentiment-bearing adjective modifying an entity or in apposition with it, or a sentiment-
bearing verb whose subject or direct object is an entity. If such a relation is found, a Sentiment 
annotation is created for that entity or event, with features denoting the polarity (positive or 
negative) and the polarity score. The initial score allocated is based on that of the gazetteer list 
entry of the relevant sentiment word(s). The concept behind the scoring (and final decision on 
sentiment polarity) is that the default score of a word can be altered by various contextual clues. 
For example, typically a negative word found in a linguistic association with it will reverse the 
polarity from positive to negative and vice versa. Similarly, if sarcasm is detected in the statement, 
the polarity is reversed (in the vast majority of cases, sarcasm is used in conjunction with a 
seemingly positive statement, to reflect a negative one, though this may not necessarily be true of 
other languages than English). Negative words are detected via our Verb Phrase Chunker (e.g. 
"didn't") and via a list of negative terms in a gazetteer (e.g. "not", "never".). Adverbs modifying a 
sentiment adjective usually have the effect of increasing its intensity, which is reflected by 
multiplying the intensity factor of the adverb (defined in a gazetteer list) by the existing score of the 
adjective. For example, if "brilliant" had a score of 0.4, and "absolutely" had an intensity factor of 2, 
then the score of "brilliant" would increase to 0.8 when found in the phrase "absolutely brilliant". 
Currently, the intensity factors are defined manually, but some of these could also be generated 
automatically where they are morphologically derived from an adjective (e.g. we could use the 
sentiment score of the adjective "brilliant" defined in our adjective list to generate an intensity factor 
for the adverb "brilliantly").

Swear words, on the other hand, have a slightly more complex role. These are particularly prolific 
on Twitter, especially in the Rock am Ring corpus and on topics such as politics and religion, 
where people tend to have very strong views.  First, we match against a gazetteer list of swear 
words and phrases, which was created manually from various lists found on the web and from 
manual inspection of the data, including some words acquired by collecting tweets with 
swearwords as hashtags (which also often contain more swear words in the main text of the 
tweet). The following rules are then applied:

• Swear words that are nouns get treated in the same way as other sentiment-bearing words 
described above. For example, in the tweet "Ed Miliband the world's first talking garden 
gnome #f***wit", the word "f***wit" is treated as a sentiment-bearing word found in 
association with the entity "Ed Milliband".



D4.2 Opinion Mining v1 Page 17 of 43

• Swear words that are adjectives or adverbs are treated in the same way as regular 
adverbs, increasing the strength of an existing sentiment word. For example,  if "awesome" 
scores 0.25, "fricking awesome" might score 0.5. 

• Finally, any sentences containing swear words that have not been previously annotated are 
awarded a Sentiment annotation on the whole sentence (rather than with respect to an 
entity or event). For example, "Imagine saying how accepting of religions you are one day 
and the next writting a blog about how f***ed religions are" has no sentiment-bearing words 
other than the swear word, so the whole sentence is just flagged as containing a swearing 
sentiment. In this case, it is not easy to establish whether the sentiment is positive or 
negative -  in the absence of any other clues, we assume such sentences are negative if 
they contain swear words and no positive words.

Finally, emoticons are processed like other sentiment-bearing words, according to another 
gazetteer list, if they occur in combination with an entity or event. For example, the tweet "They all 
voted Tory :-(" would be annotated as negative with respect to the target "Tory". Otherwise, as for 
swear words, if a sentence contains a smiley but no other entity or event, the sentence gets 
annotated as sentiment-bearing, with the value of that of the smiley from the gazetteer list.

Once all the subcomponents have been run over the text, a final annotation is produced for each 
sentiment-bearing segment, with a polarity (positive or negative) and a score. The relevant RDF-
XML is then generated, according to the data model.

 3.1.2 Multilingual issues

Another artefact of social media is that corpora consisting of blogs, forums, Facebook pages, 
Twitter collections and so on are often multilingual. In our Rock am Ring corpus, comments and 
tweets can be in either English or German, while in the Greek financial crisis corpus, they can be in 
English or Greek, but also sometimes in other languages such as French. We therefore employ a 
language identification tool to determine the language of each sentence, as described in D3.2. The 
tool we use is a GATE plugin for the TextCat language identifier11, which is an implementation of 
the algorithm described in [9]. Each sentence is annotated with the language represented, and the 
application in GATE then calls one of two further applications, for English and German 
respectively, for each sentence being processed. If other languages are detected, then the 
sentence is ignored by the application and is not further analysed. 

Language identification in tweets is a particular problem, due to their short length (140 characters 
maximum) and the ubiquity of language-independent tokens (RT (retweet), hashtags, @mentions, 
numbers, URLs, emoticons). Often, once these are removed, a tweet would contain fewer than 4 
or 5 words, some would even have no "proper" words left. For English and German, we are 
currently achieving best results with the multinominal Naive Bayes language identifier by [26].    

The approach we follow for processing German is very similar to that for English, but makes use of 
some different (though equivalent) processing resources in GATE. We have adapted the English 
named entity and term recognition tools specifically for German, using different POS taggers and 
grammars, for example. We also use the SentiWS dictionary [39] as the basis for our sentiment 
gazetteer. Currently, we do not perform event recognition in German (though this will be developed 
at a later stage), so opinions relate only to entities or to entire sentences and tweets. 

11 http://www.let.rug.nl/vannoord/TextCat/  
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 3.1.3 Challenges imposed by social media

There are many challenges inherent in applying typical opinion mining and sentiment analysis 
techniques to social media. Microposts such as tweets are, in some sense, the most challenging 
text type for text mining tools, and in particular for opinion mining, since they do not contain much 
contextual information and assume much implicit knowledge. Ambiguity is a particular problem 
since we cannot easily make use of coreference information: unlike in blog posts and comments, 
tweets do not typically follow a conversation thread, and appear much more in isolation from other 
tweets. They also exhibit much more language variation, tend to be less grammatical than longer 
posts, contain unorthodox capitalisation, and make frequent use of emoticons, abbreviations and 
hashtags, which can form an important part of the meaning. Typically, they also contain extensive 
use of irony and sarcasm, which are particularly difficult for a machine to detect. On the other 
hand, their terseness can also be beneficial in focusing the topics more explicitly: it is very rare for 
a single tweet to be related to more than one topic, which can thus aid disambiguation by 
emphasising situational relatedness. 

Below we discuss in more detail some of these challenges and the ways in which we deal with 
them.

Relevance
Even when a crawler is restricted to specific topics and correctly identifies relevant pages, this 
does not mean that every comment on such pages will also be relevant. This is a particular 
problem for social media, where discussions and comment threads can rapidly diverge into 
unrelated topics, as opposed to product reviews which rarely stray from the topic at hand. For 
example, in the Rock am Ring forum, we also found comments relating to a televsion program that 
had been shown directly after the Rock am Ring event. Similarly on Twitter, the topics in which a 
user is interested can be very diverse, so it makes little sense to characterise "interesting" tweets 
for all users with a single lexical model. There are a number of ways in which we can attempt to 
deal with the relevance issue. First, we could try to train a classifier for tweets or comments which 
are relevant, e.g. we might want to disregard tweets if they contain certain terms. Second, we can 
make use of clustering in order to find opinionated sentences or segments related to certain topics, 
and disregard those which fall outside these topics. This is probably the most promising approach, 
especially since we already make use of topic clustering algorithms within the wider project, 
although it does risk that some relevant comments might be left out.

Target identification
One problem faced by many search-based approaches to sentiment analysis is that the topic of the 
retrieved document is not necessarily the object of the sentiment held therein. This is particularly 
true of the online sentiment analysers discussed in Section 2, which make no connection between 
the search keyword and the opinion mentioned in the tweet, so that in fact while the polarity of the 
opinion may be correct, the topic or target of the opinion may be something totally different. For 
example, the day after Whitney Houston's death, TwitterSentiment and similar sites all showed an 
overwhelming majority of tweets about Whitney Houston to be negative; however, almost all these 
tweets were negative only in that people were sad about her death, and not because they disliked 
her. So the tweets were displaying dislike of the situation, but not dislike of the person. One way in 
which we deal with this problem is by using an entity-centric approach, whereby we first identify the 
relevant entity and then look for opinions semantically related to this entity, rather than just trying to 
decide what the sentiment is without reference to a target, as many machine learning approaches 
take. We use linguistic relations in order to make associations between target and opinion (for 
example, a target may be linked to a verb expressing like or dislike as its direct object, as in ``I like 
cheese'', or the opinion may be expressed as an adjective modifying the target ``the shocking 
death of Whitney''). There are a number of ways in which sentences containing sentiment but 
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which have no obvious target-opinion link can be annotated. Currently, we simply identify the 
sentence as "sentiment-containing" but make no assumption about the target. Future work will 
investigate further techniques for assigning a topic in such cases.

Negation
The  simpler  bag-of-words  sentiment  classifiers  have  the  weakness  that  they  do  not  handle 
negation well; the difference between the phrases ``not good'' and ``good''is somewhat ignored in a 
unigram  model,  though  they  carry  completely  different  meanings.  A  possible  solution  is  to 
incorporate longer range features such as higher order n-grams or dependency structures, which 
would help capture more complete, subtle patterns, such as in the sentence ``Surprisingly,  the 
build  quality  is  well  above  par,  considering  the  rest  of  the  features.''  in  which  the  term 
``surprisingly'' should partially negate the positive overall sentiment [35]. Another way to deal with 
negation, avoiding the need for dependency parsing, is to capture simple patterns such as ``isn't 
helpful'' or ``not exciting'' by inserting unigrams like ``NOT-helpful'' and ``NOT-exciting" respectively 
[13]. This work-around was implemented for tweets by . For a rule-based system such as ours, we 
believe that the approach adopted, similar to that of  [46], is sufficient to capture most aspects of 
negation: indeed, Taboada's evaluation appears to support this.

Sarcasm
Social media typically contains many more instances of sarcasm and irony than more formal text: 
in newspaper reports it is fairly rare to find sarcasm, but in tweets and on facebook, in particular, 
we find a lot of it, especially when people are complaining about something. It is particularly 
common for British people to voice their dissatisfaction about something or someone by making a 
positive sounding comment in a sarcastic way. For example:

"I had never seen snow in Holland before but thanks to twitter and facebook I now know what it 
looks like. Thanks guys, awesome!”

“I'm so glad we have David Cameron to sort out our broken society. Someone who really 
represents the working man.”

"AWESOME! A whole new round of bickering around a vaccine in Texas. Excellent.”

These kind of statements are particular hard to detect because they typically involve world 
knowledge. For example, only those who know that David Cameron is not a typical  representative 
of the working class would understand that the comment about him is derogatory. Most British 
people would understand the sarcasm here, but foreigners might not. In the case of the first 
sentence, most Europeans would know that it typically snows in Holland, but again, people from 
further afield might not be aware of this and might take it at face value. Building this kind of world 
knowledge into a machine would be incredibly tricky. In the case of the third example, this is less of 
a problem for humans and is not regional in its limitations. We understand the sarcasm here 
because we know that bickering is not generally something favourable and therefore when we use 
positive words such as "excellent" and "awesome", we are being sarcastic. For a machine, this 
kind of sentence is more easily detectable in some respects, because we can make use of the 
juxtaposition of these strongly positive emotive words with a negative statement. Writing rules to 
detect this kind of statement is still not easy, however. One way of tackling the problem is via 
machine learning, using a training corpus of tweets tagged with keywords such as #irony and 
#sarcasm [48]. Hand-crafted rules could possibly also be developed by studying such training data. 
This remains part of our future work, however.

Contextual information

2012 © Copyright lies with the respective authors and their institutions.
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Social media, and in particular tweets, typically assume a much higher level of contextual and 
world knowledge by the reader than more formal texts. This information can be very difficult to 
acquire automatically. For example, one tweet in the political dataset used in [27] likened a 
politician to Voldemort, a fictional character from the Harry Potter series of books. While the 
character is sufficiently well known to have its own Wikipedia entry, assimilating the necessary 
information (that Voldemort is considered evil) is a step beyond current capabilities, and we may 
have to just accept that this kind of comment cannot be readily understood by automatic means.

One advantage of tweets, in particular, is that they have a vast amount of metadata associated 
with them which can be useful, not just for opinion summarisation and aggregation over a large 
number of tweets, but also for disambiguation and for training purposes. Examples of this 
metadata include the date and time, the number of  followers of the person tweeting, the person's 
location and even their profile. For example, we may have information about that person's political 
affiliation mentioned in their profile, which we can use to help decide if their tweet is sarcastic when 
they appear to be positive about a particular political figure. Because each person registered on 
Twitter has a unique ID, we can disambiguate between different people with the same name -- 
something which can be problematic in other kinds of text.

 3.2 Dynamics of Opinions 

Social media, especially Twitter, exhibits a very strong temporal dynamic. More specifically, 
opinions can change radically over time, from positive to negative and vice versa. A related EU 
project, TrendMiner12, with which we are closely linked, studies this issue in two highly dynamic 
opinion- and trend-driven domains: investment decisions and tracking opinions on political issues 
and politicians over time, in multiple EU states and languages. Since there is also correlation 
between the two domains, joint models of political opinions and financial market opinions are also 
being explored. 

 3.2.1 Opinion Event detection

A key to understanding the opinion dynamics towards a specific entity or topic is to detect the 
reasons for changes in the global or local aggregated sentiment. Events such as the publication 
and spreading of statements or media objects are typically the cause of these changes. In this 
subtask,  we aim  to detect these opinion events to aid a better understanding of the opinion 
dynamics.

Opinion events are characterized by a sudden increase of opinionated expressions towards 
entities and topics related to the event. This allows us to find and characterize the underlying 
events. As a high number of opinionated expressions indicates a high emotional involvement of the 
documents' authors, detecting the opinion events allows community members to better relate to 
the archive as it highlights salient points in the community's history.

Once we have detected these events we can then start further research, for example into detecting 
opinion leaders by finding those people and organizations who are most likely to start an opinion 
event.

In the following we will describe the steps involved in finding opinion events.

Opinion expression detection
The opinion event detection uses the opinion detection as described in section 2.1 to find all 
opinion expressions in the dataset. In this step we need to ensure that each document has an 

12 http://www.trendminer-project.eu  
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associated publication date, as the later steps will aggregate the expressions based on time. The 
publication date is added to the RDF-XML produced by the GATE processing modules described 
in D3.1.

Opinion topic grouping
In the next step, we group opinion expressions based on their target, that is the topic or entity that 
the opinion describes. Using the targets extracted by the underlying opinion detection will often 
create groups of a very small size, either because of the use of synonyms to refer to the same 
target (which may not  always  be resolved by the consolidation  process described in  D3.1)  or 
simply because the topic is contained only infrequently in the dataset. Therefore we use clustering 
to generate bigger groups.

We use a hierarchical clustering method that groups opinion expressions based on the content 
similarity of (1) the extracted targets and (2) the sentences containing and surrounding the opinion 
expressions. The algorithm joins two clusters until all clusters have at least a given minimal size.

Conversion to time series
Each topic cluster is converted into a a time series by sorting the opinion expressions of that 
cluster by their timestamp. We divide the time series into bins corresponding to a specific time 
period to decrease the amount of the data. The time period is a day, week, or month and is chosen 
dynamically based on the size of the cluster and the time range it spans.

Opinion events can be characterised by an increase in  the number of positive or negative 
sentiments in the case of a mood swing, or by an increase of the overall number of subjective 
expressions in situation where a contentious issue arises. To capture both possibilities, we create 
distinct time series for the number of positive, negative, and subjective expressions.

Detection of bursts
As an opinion event by our definition is characterised by a sudden increase in the number of 
opinionated expressions, we can use the presence of bursts in the expression frequency to 
determine the existence and duration of opinion events. Thus, an opinion event is created for each 
burst of at least one of the time series associated with  a target cluster. In the case of multiple 
overlapping bursts, we use the union of their time periods as the time period of the event.

In the literature there are different methods for burst detection. We use the algorithm by Kleinberg 
[23], because the bursts it produces are less sensitive to noise in the time series data. This is 
important as our dataset naturally has a lot of intrinsic variation, for example because the number 
of created documents varies in the course of a week. 

Labelling of detected opinion events
The last step in the detection of opinion events is to assign a descriptive label to each detected 
event. This allows the archive user to browse the collections without needing to reference sample 
documents for each event. The event label should for this reason be rather short but still capture 
intrinsic properties of the event.

For this task we treat the documents contained in the time period of a single event related to an 
opinion topic as a cluster, and use cluster labelling methods to find a label for the event. We are 
going to evaluate the performance of different methods on this task, for examples detecting 
frequent phrases or choosing the headline of the central document of the cluster. 

2012 © Copyright lies with the respective authors and their institutions.
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In addition, we also detect media objects that are frequently used in this cluster to augment the 
textual description. This is especially important in cases where the media object is central to the 
opinion event. Even if this is not the case, the use of different media will still lead to a more 
attractive and usable interface. 

 3.2.2 Opinion Aggregation and Summarisation

In terms of the project requirements, simply finding opinions about entities and events is not 
particularly useful in isolation: what is needed is some kind of aggregation at a higher level, in 
order to find e.g. opinions about documents as a whole, or to correlate all the opinions by different 
people about the same topic or entity. Another novel aspect to our work concerns the type of 
aggregation that can be applied to opinions to be extracted from various sources and co-referred. 
In classical information extraction, this can be applied to the extracted information in a 
straightforward way: data can be merged if there are no inconsistencies, e.g. on the properties of 
an entity. Opinions behave differently in social media, however: multiple opinions can be attached 
to an entity and need to be modelled separately, for which we advocate populating a knowledge 
base. An important question is whether one should just store the mean of opinions detected within 
a specific interval of time (as current opinion visualisation methods do), or if more detailed 
approaches are preferable, such as modelling the sources and strength of conflicting opinions and 
how they change over time. Effectively, we advocate here a form of opinion-based summarisation, 
e.g. displaying positive/negative opinion timelines, coupled with opinion holders and key features. 

A second important question in this context involves finding clusterings of the opinions expressed 
in social media, according to influential groups, demographics and geographical and social cliques. 
Consequently, the social, graph-based nature of the interactions requires new methods for opinion 
aggregation.  In co-operation with work in other WPs, especially WP2, such work will be investigted 
in the second half of the project.

 3.3 Evaluation

Evaluation of opinion mining can be tricky, for a number of reasons. First, opinions are often 
subjective, and it is not always clear what was intended by the author. For example, we cannot 
necessarily tell if a comment such as "I love Baroness Warsi", in the absence of further context, 
expresses a genuine positive sentiment or is being used sarcastically. Inter-annotator agreement 
performed on manually annotated data therefore tends to be low, which affects the reliability of any 
gold standard data produced. While Amazon Mechanical Turk has been used for producing such 
gold standard annotated corpora, similar problems apply with respect to inter-annotator agreement, 
even if multiple annotations are produced for each document. Second, it is very hard to evaluate 
polarity scores such as the ones we produce: for example, we cannot really say how correct the 
score of 0.6012 awarded to a comment in the Rock am Ring forum about the band "In Flames" 
being the person's favourite band is, or whether a score of 0.463 would be better. However, while 
these scores technically represent strength of opinion, we can view them instead as an indicator of 
confidence. So we would therefore expect the sentiments expressed with high polarity scores to 
have higher accuracy, and can tailor our evaluation accordingly, looking for higher accuracy rates 
as the polarity score increases. Third, it is often very hard to decide whether there is an opinion 
expressed at all, and if so, what it specifically relates to. In the following example, 

The European sovereign debt crisis that’s spread from Greece to Italy and is roiling the region’s 
banks now has another potential victim: energy policy.

it is not really clear whether the statement actually expresses a negative opinion, or whether it just 
has a negative tone because we know that debt crises are typically not good things, so anything 
that mentions the debt crisis will be assumed to be bad (unless, for example, it talks about the 
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crisis improving). Furthermore, if one were to decide that it expresses a negative opinion, it is not 
clear what the target of that opinion is. 

 3.3.1 Comparison of opinion mining methods and tools

It is very difficult to make a comparison of opinion mining tools, when there are many different 
kinds of tools and applications, and they all report different kinds of results. It is generally accepted 
that tools will be 50%-70% “accurate” out-of-the box, but it is unclear exactly what this means.Not 
all tools do the same thing, even if they look the same, for a number of reasons. We summarise 
here  some  issues  raised  by  Seth  Grimes13.  First,  not  all  tools  measure  the  same  thing.  For 
example,  some measure sentiment at the document-level and others at the topic-level. Moreover, 
one tool might be good at getting the overall sentiment of a tweet right, but rubbish at finding the 
sentiment about a particular entity. For example, the following tweet is classed as being negative 
about the Olympics:

"skytrain seems to be having problems frequently lately. hope cause is upgraded and they work 
the kinks out before olympics."

Here the tweet is (correctly) classified as negative overall, but the opinion is not specifically about 
the Olympics, so would be incorrect if we are measuring the attitude about the topic, but correct if  
we are measuring the overall  sentiment.  Second,  different  systems use different  measurement 
scales,  e.g.  positive/negative/neutral  vs  scalar  measurement  (-5  to  +5),  valence  vs 
mood/orientation  (e.g.  happy,  sad,  angry,  frustrated).  For  some  tasks,  reasonable  emotion 
classification  might  be  more  useful  than  fantastic  valence  classification,  so  it  is  important  to 
consider what use will be made of the opinions generated, e.g. what kind of decisions will be made 
as a result. Third, the definition of accuracy may be important. NLP tools typically use Precision, 
Recall and F-measure to determine accuracy, but most opinion mining tools are only measured in 
terms of accuracy (Precision). It is necessary to consider therefore how important Recall is, how 
important  the tradeoff  between Precision and Recall  is,  and what  the impact  of  errors is.  For 
example, not all inaccuracies have the same impact: for aggregate statistics, a negative rating of a 
positive opinion tends to have more impact than a neutral rating of a positive opinion, while neutral 
ratings may or may not  affect the overall  score.  In some cases, finding any kind of sentiment 
(whether with correct polarity or not) might be more important than wrongly detecting no sentiment 
and missing important information. Finally, one might need to consider contextual relevance that 
incorporates  timeliness,  influence,  activities,  and  lots  of  other  still-fuzzy  social  notions.  This 
includes the trustworthiness and/or importance of the opinions: for customer feedback, sentiment 
from a valued customer may be more important than that from a one-time buyer.

It is clear that much of the success of an entity-centric opinion mining tool such as  this  one 
depends on the quality of the entities and events extracted. Because we adopt a high precision 
strategy, at the potential expense of recall, we aim to minimise this effect. Because we risk missing 
some opinions, we also have a backoff strategy of identifying opinionated sentences which do not 
specifically map to an extracted entity or event. These give us some extra opinions, but risk being 
irrelevant or outside the scope of our interest.

In this project, we aim to evaluate the opinion mining components from a variety of viewpoints. In 
particular, we should note that the goal of the opinion mining task is rather different from typical 
customer feedback applications such as consumer reviews, and is more similar to general public 
sentiment applications. While Recall is still an important issue, we are more concerned with getting 
high accuracy, especially in our initial work, and of correctly correlating the opinions and topics. 
Processes  further  down  the  line  may  be  more  interested  in  evaluating  trustworthiness  and 
timeliness issues. especially once opinions have been aggregated, but this is not the focus here.

13 http://www.socialmediaexplorer.com/social-media-marketing/social-media-sentiment-competing-on-accuracy/
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 3.3.2 Opinion mining from political tweets

Our first evaluation was on some preliminary work we did on opinion mining from politcal tweets, 
described in detail in [27]. The aim of this was to first develop the opinion mining tools by means of 
a simple task: to identify positive and negative opinions about specific UK political parties. Out of 
1000 tweets, the system identified 143 as being opinionated (about a political party), i.e., it created 
a Sentiment annotation for that tweet. We analysed these tweets manually and classified them into 
the following categories: ProCon, AntiCon, ProLab, AntiLab, ProLib, AntiLib, Unknown and 
Irrelevant. The first 6 of these categories match the system annotations. Unknown is marked when 
either a political opinion is not expressed or where it is unclear what the political opinion expressed 
is, e.g.

Labour got less this time than John Major did in 1997.

Irrelevant is marked when the tweet is not relevant to politics or the election, e.g.

i am soooooooooo bored, want to go into labour just for something to do for a couple of hours :)

The distinction between Irrelevant and Unknown is only important in that it tells us which tweets 
should ideally be excluded from the corpus before analysis: we want to include the Unknown ones 
in the corpus (even though the system should not annotate them), in order to ensure that the 
system does not annotate false positives as containing a political sentiment, but not the Irrelevant 
ones. While only 2 documents out of the 143 were classed as Irrelevant, 29 were classed as 
Unknown (roughly 20%). This means that roughly 80% of the documents that the system classified 
with a Sentiment, were in fact opinionated, though not all of them had the correct opinion.

Table 1 shows a confusion matrix for the different sentiments recognised by the system, compared 
with those in the Key (the manually generated sentiments). This table only depicts the results for 
those tweets where the system recognised a Sentiment as present: it does not show the Missing 
annotations (where the system failed to recognise a valid Sentiment). The figures in bold indicate a 
correct match between System and Key. Overall, the system achieved a Precision of 62.2%, which 
is promising for work at this early stage. 

Unfortunately, it was not feasible in this preliminary evaluation to manually annotate 1000 tweets, 
so we cannot calculate system Recall easily. However, we can extrapolate some hypothesised 
Recall based on a smaller sample. We took 150 of the tweets which were not classified as 
opinionated by the system, and annotated them manually. Of these, 127 (85%) were correct, i.e., 
were classified as Unknown or Irrelevant by the human annotator. Assuming that this sample is 
representative, we can predict the Recall. For the task of finding whether a political sentiment 
exists or not (regardless of its orientation), we get 78% Precision and predict 47% Recall. Where a 
document was found to contain a political sentiment, the polarity of this sentiment was correct in 
79% of cases. Overall, for the task of both correctly identifying that a document contained a 
political sentiment, and correctly identifying its polarity, we get 62% Precision and predict 37% 
Recall.



D4.2 Opinion Mining v1 Page 25 of 43

Key/System ProCon AntiCon ProLab AntiLab ProLib AntiLib Total

ProCon 5 0 0 0 0 0 5

AntiCon 10 5 0 2 0 0 17

ProLab 0 0 69 2 0 0 70

AntiLab 0 0 4 4 0 0 8

ProLib 3 0 1 0 6 0 10

AntiLib 0 0 0 0 0 1 1

Unknown 10 1 11 5 2 0 29

Irrelevant 0 1 0 1 0 0 2

Total 28 7 85 14 8 1 143

Table 1: Confusion Matrix for Political Tweets

 3.3.3 Evaluation on Financial Crisis dataset

So far, we have only performed some small preliminary evaluations on the ARCOMEM data, but 
these initial results look promising. We manually annotated a small corpus of 31 facebook posts (in 
English) about the Greek financial crisis (automatically selected according to certain criteria by our 
crawler) with sentiment-containing sentences, and compared these with our system-generated 
sentiment annotations. Our system correctly identified sentiment-containing sentences with 55% 
Precision and 60% Recall, and of these correctly identified sentences, the accuracy of the polarity 
(positive or negative) was 81.8%. We are satisfied at this stage with  the polarity  recognition, 
especially as  some of the components are not fully complete -- for example, the negation and 
sarcasm components still require more work in order to constrain the span of their effect on the 
sentence. The sentiment detection needs more work, but the results do not tell the full story: as 
mentioned above, it is a very difficult task for humans, especially on this corpus. For these 
experiments, we only used one annotator, but a more in-depth evaluation and double annotation, 
with inter-annotator agreement also measured, will give us more ideas about the nature of the 
problems. It is to be expected that if the human annotators find this task hard, it is very difficult for 
the system to do well in such evaluations. Furthermore, in some cases it was easy for the human 
to identify a sentence as opinionated, but almost impossible for a machine without world 
knowledge. For example, the sentence:

EUROPEAN LEADERSHIP - where is it? 

is clearly expressing a negative sentiment about European leadership, but this is hard for an 
automated system to recognise.

Of the correctly identified sentences, 32.7% had the correct target entity identified. This figure is 
rather low, but there are a number of reasons for this. First, the system almost always tried to 
attach the sentiment to an entity if one was present, but in some cases the human annotator did 
not think the sentiment was connected with the entity specifically. Second, the technique for 
matching sentiment and entity is quite simple, and needs further work. These problems are much 
more prevalent in the longer setences of the facebook corpus rather than on the shorter tweets
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On the other hand, the named entity recognition is very accurate on these texts - our evaluation 
showed 92% Precision and 69% Recall. 

We also performed a small experiment on a similarly annotated corpus of twitter posts in English 
about the Greek financial crisis (again created by the ARCOMEM crawler). The corpus consisted 
of 544 tweets, of which 15 contained sentiment-containing sentences according to our application, 
and there were 18 sentiment-containing sentences in total. It was not really feasible to manually 
annotate 544 tweets for sentiment, so in this experiment we did not measure the Recall of 
sentiment-containing sentence extraction. It should be noted that while the total number of relevant 
sentences is low, this is not surprising because most of the tweets were factual. Of these 
sentences, 1 was considered pornographic spam (and not related to the topic of the Greek 
financial crisis), although it was correctly identified as a sentiment-bearing sentence, and indeed, 
the polarity of the sentiment expressed could be considered correct. Out of the 18 sentences, 2 
were considered not to be sentiment-containing, which gives a figure of 90% Precision for the task 
of identification of sentiment-containing sentences. Of the 16 correct sentences, 1 of them had 
assigned the wrong polarity to the sentiment (positive instead of negative), giving a score of 93.8% 
for accuracy of the  polarity detection task. Of the 16 correct sentences, 6 of them had assigned 
the sentiment to the wrong entity; however, in one of these cases, this was due to the entity having 
been spuriously identified as such (by the term recognition component). So the accuracy of the 
target detection task was 66.7%. 

Table 2 summarises the results for the 3 experiments. Note that it is not fair to compare directly the 
results of the target assignment on the political tweets corpus with the other two, because the task 
was different. For the political tweets, there was a set of 3 possible entities to which the sentiment 
could be assigned (Labour, Liberal or Conservative), whereas with the two financial crisis datasets, 
the set of entities was open-ended and included terms as well as named entities. This meant that 
there were frequently many possibilities for target assignment as there were often several entities 
and terms contained within the sentiment-containing sentence, while for the political tweets, it was 
rare to have more than one of the possible target entities contained withi the sentence. Thus it is 
not surprising that the target assignment task scored so highly in the political tweets.

Corpus Sentiment 
detection

Polarity 
detection

Target 
assignment

Political Tweets 78% 79% 97.9%

Financial Crisis Facebook 55% 81.8% 32.7%

Financial Crisis Tweets 90% 93.8% 66.7%

Table 2: Accuracy of Opinion Mining Tasks on Different Corpora

 3.3.4 Evaluation of Opinion Event Detection

The task of finding opinion events is relatively new and thus there has been very few work on 
evaluating them. We could fall back on standard event detection methods and datasets.  However, 
as our goal is different from a typical event detection task, these datasets will necessarily contain 
many target events that we do not want to include in our results and may on the flip side even miss  
some of the events we care about.

In our first iteration, we will therefore start with a manual evaluation of the results. We will select 
one of the ARCOMEM crawls as a dataset and build a testset for it. For this we will refer back to 
event timelines published for example by newspapers or Wikipedia, create a list of opinion change 



D4.2 Opinion Mining v1 Page 27 of 43

events  manually,  and  compare  the  results  of  our  algorithm  against  this  test  set  to  compute 
precision and recall of our method.

The outcome of this subcomponent will be used to aid the understanding of for example opinion 
timelines.  This  requires  that  the  output  needs  to  have  a  high  precision,  i.e.  detected opinion 
change events should correspond to actual events and the chosen descriptions need to be correct, 
because the archive user may draw wrong conclusions from the data otherwise. A high recall is in 
our opinion desirable but less essential because the user will typically be able to spot undetected 
events using the available exploration methods. Therefore we target a precision of at least 80% 
and a recall of at least 60%.

If  time  allows  we  would  like  to  perform some  end  user  evaluations,  for  example  to  test  our 
hypothesis that tuning the algorithm for high precision as opposed to high recall is better, or which 
event granularity is preferred.

 3.3.5 Discussion

While these experiments are quite small, the results are nevertheless pleasing at this stage. For 
the political tweets, the Recall of the application is clearly less than ideal, but this is unsurprising 
because it was developed with Precision rather than Recall in mind, i.e., only to produce a result if 
it is reasonably certain. There is plenty of scope for improvements to the NLP processing, in order 
to improve the Recall of the system. 

The Precision of the sentiment detection subtask (whether a sentence contains a sentiment or not) 
could also be tightened up further by improving the gazetteer lists and also the pre-processing 
stage, in order to resolve issues such as correct tokenisation of hashtags. As discussed in Section 
2.3.2, sentiment detection on the facebook corpus was particularly troublesome, both for human 
annotators as well as the machine application. Because of their short length, sentiment detection 
on tweets is easier for both human and machine, in many respects. More effort is needed on this 
task, in particular to clarify some rules for the manual annotators about what should constitute a 
sentiment-containing sentence. The polarity detection task can be improved by working on the 
negation aspect of the rules. In the political tweets corpus in particular, many of the errors are 
related either to not correctly identiying a negative. Other errors are due to missing out on 
language nuances such as sarcasm, which are much harder to deal with, though we do have some 
improvements in mind.

In many ways, the target detection task is the hardest of the three subtasks, and also the one in 
which we have currently spent the least development time (using only very shallow analysis 
techniques so far). These analysis techniques are being improved in the event recognition task 
performed in WP3, which to date has also received less attention. Finally, it should be noted that 
while we performed part of our initial analysis on facebook posts, it has since been decided that 
facebook posts will not form part of future datasets in ARCOMEM, for reasons of privacy issues. 
Future development and evaluations will therefore focus on other kinds of social media, such as 
the Rock am Ring forum, in addition to tweets.  The work on facebook posts is  still,  however, 
interesting  from  a  research  perspective,  especially  in  view  of  investigating  the  adaptation  of 
methods and resources to different kinds of text, which is one of our research goals.

For the financial crisis tweets, we are very satisfied with the precision and recall, although we need 
to evaluate the tools on larger and more comprehensive datasets. At this stage, we would be 
satisfied with  accuracy of  at  least  75% on such a set  for  the opinion mining tasks,  given the 
difficulty of the task: we will therefore focus much of our work on better opinion-target detection.
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 3.4 Future work

While the development of the opinion mining tools described here is very much work in progress, 
initial  results  are  promising  and  we  are  confident  that  the  backoff  strategies  inherent  in  the 
incremental methodology will enable a successful system. We advocate the use of quite shallow 
techniques  for  much  of  the  linguistic  processing,  using  chunking  rather  than  full  parsing,  for 
instance. While we could incorporate the Stanford parser to give us relational information, previous 
experience shows that  the performance of  such tools  is  dramatically  reduced when used with 
degraded texts such as tweets. Furthermore, our methodology enables the system to be easily 
tailored to new tasks, domains and languages. 

The linguistic sub-components can also be used as initial pre-processing to provide features for 
machine learning, where such data is available, and we are currently experimenting with such 
techniques. In previous work we have obtained good results using  SVM-based machine learning 
(ML) from linguistic features for opinion classification  [18][42]. We plan to experiment with similar 
data-driven techniques, although we would probably use the Perceptron algorithm instead, since it 
is faster and (in our experience) about as accurate for NLP.  Our previous experiments were 
carried out on longer, somewhat more consistently edited texts (film, product and business 
reviews), which were quite unlike the highly abbreviated and inconsistent  styles found in tweets 
and other social media. However, we obtained good results with unigrams of simple linguistic 
features, such as tokens and their lemmas, as well as with features derived from SentiWordNet 
values. With the additional features we already identify using our rule-based techniques, such as 
negative and conditional detection, use of swear words and sarcasm, we would expect to have 
some reasonable results. To carry out such experiments successfully on tweets, however, we 
would need a larger manually annotated corpus than the one previously used.

As discussed earlier, there are many improvements which can be made to the opinion mining 
application in terms of using further linguistic and contextual clues: the development of the 
application described here is a first stage towards a more complete system.  Other  than 
improvements to the sub-components already mentioned, work in the next phase will also tackle 
the issues of aggregation and summarisation, as well as integration with the work on dynamics of 
opinions. The text-based opinion mining also needs to be integrated more fully with the work from 
the other two tasks on multimedia and multimodal opinion identification.

The next steps for the opinion event detection subcomponent depend heavily on the results of the 
evaluation, and the strengths and weaknesses it uncovers. Major flaws will need to be handled by 
using different algorithms or completely new approaches for each of the steps of the algorithm. We 
expect that it might be necessary to post-process the found event candidates to filter out spurious 
results using a combination of features relating to the event structure and its content. Going further, 
we  will  experiment  with  aggregating  events  across  different  dimensions  such  as  geographical 
locations or the demographics of the authors, and try to detect important trends and shifts there.

To improve the relevance of the media objects used to illustrate opinion events, we will make use 
of the results from the image opinion analysis (see Section 4  ). We will  give priority to images 
reused across different factions of the dispute and to images showing the entity that is the topic of 
the current set of opinions. An important case to consider is when images are reused only within 
documents expressing similar  opinions.  Here it  might be necessary to include more images to 
represent the diversity of opinions and avoid biasing the displayed information.
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 4 Image-opinion Identification and Classification (SOTON)

The opinion analysis of visual data has a number of applications within the ARCOMEM scenarios. 
Specific examples include sentiment-based search (e.g. "find me positive media about X"), and the 
determination of the key influential media objects. The general aim of this task is to investigate 
novel techniques that allow exploration and classification of the ways in which images are used to 
form opinions. It considers two aspects; the diversity in image content of images used to represent 
the same opinion, and the diversity in opinions of a given image as it is re-used throughout an 
archive. 

Images are often used to illustrate the opinions expressed by the text of a particular article. By 
themselves, images also have the ability to convey and elicit opinions, emotions and sentiments. In 
order  to  investigate  how  images  are  used  in  the  opinion  formation  process,  we  have  been 
developing tools that (a) allow the reuse of images within an archive to be explored with respect to 
diverse time and opinion axes; and (b), allow in-depth analysis of specific elements (in particular, 
the presence and expression of human faces) within an image to be used to quantify opinion and 
sentiment.

 4.1 Image Reuse Analysis

Identifying the reuse of images in a corpus is expedient for finding trends and links between 
documents in which those images have been used.  Because the image matching is achieved 
through purely visual means, the links that are made between documents are text-content agnostic 
and so can be made across language and categorisation barriers.

To find matching images in a corpus, every image needs to be compared against the other images 
in the corpus to find the similarities. We can reuse technologies developed during the 
LivingKnowledge project to supply this functionality.  The module in the LivingKnowledge testbed 
that matches images uses a scalable, efficient, feature index produced by the ImageTerrier tool. 
ImageTerrier is a platform providing a feature-vector search engine that has been shown to scale 
to millions of documents [21].  

In the case of the image reuse application, the documents to be searched are images and feature 
vectors represent the content of the images. Typically, the types of feature vector used determines 
the effectiveness of the matching and so, for finding matches between images from the web that 
may have undergone manipulations such as colour remapping or cropping, it is important to use 
features which are relatively robust to colour and scale variances. To this end, we utilise SIFT 
features [24] that are built from keypoint (interest point) detection algorithms.  ImageTerrier is able 
to apply a geometric consistency constraint to ensure that when matching a set of interest points in 
two images the points also match (approximately) in their distribution.

The module in the LivingKnowledge testbed generates a similarity matrix which provides a 
similarity score for every image in the corpus against every other image. Thresholding the matrix 
allows us to determine which images are considered matches.  From these matches we can return 
to the corpus to find out information about the articles in which these images were used thereby 
allowing us to visualise how the images were reused against some diversity axis.

The first example of this is plotting the reuse of images against time. We first find all the images 
which have been reused by performing a visual similarity match across the corpus, then for the 
matching images we retrieve the publication date of the articles in which they were used.  We then 
plot the images along a timeline where their position is based on the date of the article in which 
they were used.  Doing this, it is possible to see how the incidence of the image varies over time as 
well as identifying clusters which may signify important time periods within the narrative of the 
image.  
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Figure 3 shows an example of plotting the image reuse within a corpus against time. It is possible 
to see how this visualisation exposes a hidden pattern. The topmost band shows images of a 
painting called The Scream by Edvard Munch. In 2004 this painting was stolen from a museum in 
Norway and it is here where the image is first used. During the following 3 years, the story about 
the stolen painting appeared in news articles as the thieves were arrested and charged, and the 
painting then recovered; three separate events in the narrative of this story which are elucidated by 
the visualisation. Although the Munch example is not related to the ARCOMEM use-cases, it is 
easy to see how this technology can be applied within ARCOMEM. For example, the technique 
could be used to explore how videos from Rock am Ring are reused, repurposed and shared over 
time.

Figure 3:  Images plotted against the date of publication

Interestingly, the example shown in Figure 3 also displays a time correlation between the picture of 
The Scream and the picture two lines below. This second picture is a photograph of the thieves 
making off with the painting itself.  This correlation can be investigated by perusing the associated 
articles which the visualisation allows by displaying the article alongside the image (see Figure 4). 
The correlation is, perhaps, expected as the photograph is related to the story of the stolen 
painting. However, the stories to  which that photograph is  related are very different to those to 
which the picture of the painting are related, despite the correlation. Indeed, examining the 
narrative thread exposed by the visualisation makes it clear that the picture of the painting is 
associated with the narrative of the painting being stolen, whereas the photograph of the thieves is 
associated with complementary articles about protecting museum artefacts.
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Figure 4: Investigating the image clusters by looking at the associated articles

We have shown that it is possible to find interesting patterns in the data using time alone. 
However, we can visualise image reuse across any particular diversity axis which can be extracted 
from a corpus. For example, using a subjective expression tagger that was developed within the 
LivingKnowledge project, we can generate scores for the overall opinion of an article. The 
subjective expression tagger provides polarity and intensity for sentences which it classifies to be 
opinionated from within the text of an article. The polarity (p) is either negative, neutral or positive 
(quantified as {-1, 0, 1}) and the intensity (i) varies through low, medium, high and extreme 
(quantified as {0.5, 1, 1.5, 2}).  These n subjective expressions are then converted into an average 
opinion score (o) for the article as follows:

Once an opinion score is calculated for the articles, reused images within the corpus can be plotted 
against this axis of diversity instead.  Using the same example as above, we can switch to an 
opinion view shown in Figure 5. This figure shows the axis of opinion along the bottom which 
ranges between -1 on the left and +1 on the right.  -1 represents very negative articles while +1 
represents very positive articles. The thick vertical line delineates the zero point which represents 
completely neutral articles (images will also be placed here if no opinionated sentences were 
detected in the article).  It is possible to see that the images which are associated with articles that 
describe the stealing of the painting (the images of the painting) have a tendency to express 
negative opinions. This correlates with our expectations that stealing is a bad thing.  The 
photograph of the thieves escaping with the painting has been shown to be related to articles 
which discuss how to protect and insure museum artefacts. On average these are written neutrally 
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with no strong opinions expressed within the text which also correlates with the more objective 
subject matter.

Figure 5: Image reuse plotted against the average opinion expressed in the article

 4.2 Facial Expression Analysis

The analysis of the facial expressions of people can tell us a lot about the sentiment associated 
with an image or the opinions associated with the image in the broader context of the document 
within which the image is embedded. Within OpenIMAJ  [21], we have been developing a set of 
tools that will enable us to build models of facial expressions. Eventually, we will be able to apply 
these models to faces detected in images, and use them to estimate the facial expression of the 
person depicted (i.e.  are they smiling,  smirking,  grinning,  frowning,  etc).  The models  are also 
important for the alignment stage of facial recognition mentioned in Section 4.2.1, as they allow a 
face image with a neutral-pose and expression to be estimated, which can be used for recognition.

The approaches  we  are  using for  face modeling  are  based on  a  set  of  techniques  originally 
developed at the University of Manchester called Active Shape Models [10] and Active Appearance 
Models [11]. These models are parametric and generative; that is to say with only a small handful 
of  parameters,  a  large  range  of  poses,  expressions  and  appearances  (skin  textures)  can  be 
generated.  Fitting  a  model  to  an  image  is  a  constrained  optimisation  problem  in  which  the 
parameters of the model are iteratively updated in order to minimise the difference between the 
generated model and the image. Our implementation has been designed so that  it  is  easy to 
modify any individual component of these models in order to achieve optimal performance. Figure 
6 illustrates a selection of different poses generated by our Active Shape Model, trained from just  
30 images. Even with a small training set, and only 10 model parameters being changed, it is easy 
to see different emotions being expressed.

Given a vector of the parameters of the expression model, it becomes possible to train statistical 
classifiers to determine sentimental and emotional characteristics of a particular face. This is useful 
information that can be correlated and compared to the context of document in which the image 
occurs, and if the identify of the person can be identified with the contextual information 
surrounding that person.



D4.2 Opinion Mining v1 Page 33 of 43

Figure 6: Facial expressions, shapes and poses automatically generated from 
training a statistical shape model with faces from 30 images

 4.3 Evaluation Methodology

Image  reuse  analysis  is  basically  a  problem  of  finding  near-duplicate  images.  A  number  of 
standard datasets exist  for evaluating this task. Examples include SMVS14,  UKBench15 and the 
Columbia IND set16. Typically these databases are evaluated by measuring precision and recall; it 
is  normal  for  a  parameter  of  the  system being  evaluated  to  be  changed,  allowing  trading-off 
precision versus recall. With respect to facial expression analysis, again, a number of annotated 
ground-truth datasets exist for evaluation. The largest resource for these datasets is the Emotion-
Research website17.  Expression analysis is basically a classification task and can be evaluated 
using standard techniques (i.e. ROC analysis). As facial expression analysis is rather exploratory 
work, it is currently unclear what kind of performance could be expected from facial expression 
14http://www.stanford.edu/~dmchen/mvs.html
15http://vis.uky.edu/~stewe/ukbench/
16http://www.ee.columbia.edu/ln/dvmm/researchProjects/FeatureExtraction/NearDuplicateByParts/I
NDDetection.html
17http://emotion-research.net/
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analysis in ARCOMEM. The quality of the analysis is likely to be heavily determined by how well 
our facial models fit the images crawled by the ARCOMEM system. 

 4.4 Future plans

The current plans for future work are two-fold. First, with respect to the reuse analysis, we intend to 
get the backend tools properly integrated with the ARCOMEM offline phase, and working well with 
large (of the order of a few million) images from the ARCOMEM crawls. This task is now well  
underway. Second, with respect to the facial analysis, we still have a fair amount of work to do to 
fully  complete  the implementation.  This  needs to  be coupled  with  experiments  to  validate  the 
performance against the state-of-the-art on standardised test sets. Finally, we intend to perform 
experiments  to  validate  the  performance  on  the  real-world  data  collected  by  the  ARCOMEM 
crawler.
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 5 Multimodal Opinion analysis (SOTON, LUH, USFD)

Whilst predictions of the opinions and sentiment of visual content can be made by considering the 
visual content alone, a richer approach is to consider both the image and the context in which it 
appears. State-of-the-art research on the sentiment analysis of images [49][51][53][54][44] has 
already begun to explore how the analysis of textual content and the analysis of visual content can 
complement each other. In particular, in one experiment that was collaboratively designed by L3S 
and SOTON during the LivingKnowledge project, the results of sentiment classification of images 
based on the sentiment scores of Flickr tags was combined with a sentiment classifier that was 
based purely on image features. The performance of the multimodal fusing of the classifiers 
outperformed the performance of either classifier alone [44].

 5.1 Multimodal Classification

The collaborative image sentiment analysis experiments between L3S and SOTON that started in 
LivingKnowledge have continued during ARCOMEM. Specifically within ARCOMEM, we have 
been investigating two aspects related to opinion formation: privacy and attractiveness. In both 
cases we have made use of large sets of images and associated metadata from Flickr.

 5.2 Privacy Classification

In terms of privacy classification, we have been able to construct classifiers using textual tags and 
visual features, both combined and separately, in order to predict whether an image is potentially 
of a private nature. This has an application in ARCOMEM, because it can potentially be used to 
identify images such as paparazzi shots and leaked private images which may have very strongly 
associated opinions. 

For the privacy classification experiments, we created a dataset of 90,000 “recently uploaded” 
images with a minimum of 5 English tags. In order to create ground-truth, we created a social 
annotation game and used a crowdsourcing to get the opinions of multiple individuals. In the game, 
users were able to select three different options for each image they were presented with: private, 
undecidable or public. Users were given the following advice before commencing the game:  

Private photos are photos which have to do with the private sphere (like self portraits, family, 
friends, your home) or contain objects that you would not share with the entire world (like a private 
email). The rest is public. In case no decision can be made, the picture should be marked as 
undecidable. 

Altogether the participants annotated 83,820 images. Analysis showed that around 78% of photos 
were labeled as public or undecidable by all of the participating judges. This is to be expected due 
to the nature of Flickr. From the remaining 22% of photos, 12% were labeled as “private” by all the 
judges, and 10% received “private” votes from at least one of the judges. A subsample of the data 
with high annotator agreement was selected for performing classification experiments.

A selection of different visual features were extracted from the images for input to the classifier. 
The textual feature was a simple word-occurrence histogram, with stemming applied to the tags to 
reduce variability and group similar tags. For classification, linear support vector machine 
classifiers were used. Classifiers were created and evaluated for each individual feature, all visual 
features combined, and text and visual features combined. Combined features worked better than 
individual features; evaluation using precision-recall metrics showed a break-even point of 0.74 for 
visual features, 0.78 for textual features and 0.80 for combined text and visual features. A full write-
up of the experiments and results has been submitted to SIGIR.

2012 © Copyright lies with the respective authors and their institutions.
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 5.3  Attractiveness classification

Currently we are also working on techniques for determining the attractiveness of photos. More 
specifically, we have been using the number of times a photo is added to a user’s favorite list on 
Flickr as an abstract indication of attractiveness (more favorite assignments implying more likely to 
be attractive). As with the privacy experiments described above, we have explored the use of both 
textual and image features and their combination. In addition to pure binary classification 
(attractive/not-attractive) we have also considered regression models that can predict the number 
of favorite assignments an image is likely to have. Preliminary experiments have achieved 
classification with break even points of the precision-recall curves as high as 0.84 with careful 
selection of the features being combined.

2012 © Copyright lies with the respective authors and their institutions.

Figure 7: Exploiting textual and image opinion analysis within the ARCOMEM system
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 5.4 Future plans for multimodal analysis

The biggest challenge for image-opinion analysis stems from the need of good opinion annotated 
ground-truth and training data. As we’ve already demonstrated, some forms of opinion related 
ground-truth can be extracted from online repositories such as Flickr, however, these are often 
very coarse-grained notions. The finer-grained analysis provided by textual opinion mining, 
coupled with document-level opinion and sentiment aggregation should be able to produce much 
richer corpora for investigating correlations between explicit opinion types and visual imagery. As 
illustrated in Figure 7, this new data will be used to build improved image-opinion models using 
machine-learning. The models will then be used to annotate images, and the results will be fed 
back into the document-level analysis.

We  are  also  planning  some  collaborative  work  to  extend  the  work  on  sentiment  analysis 
undertaken jointly between L3S and SOTON in the LivingKnowledge project [44]; in particular, we 
are investigating the possibility of performing experiments using the dataset from the ImageCLEF18 
2011 image annotation task, which includes a large number of images associated with sentiment 
values. One avenue of research using this database will  be to explore how the combination of 
textual features (extracted by USFD from the image metadata) and image features can predict the 
sentiment values of the image.

Finally, we are also planning on joint work to develop techniques for associating visual imagery 
with opinion events detected by LUH. The techniques for doing this will be strongly linked to those 
used in the analysis of image reuse described in Section 3.

18  http://imageclef.org 

http://imageclef.org/
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 6 Summary

In this deliverable we have described the tools we have developed so far in the ARCOMEM project 
for opinion mining from text, images and multimedia. Most of the tools are currently in mid-
development, but much of the planning has already taken place and there is therefore a clear 
strategy for the continued development and integration of these tools. It should be noted that all the 
tasks in this WP are highly ambitious. Opinion mining from text is still very much in its infancy in 
terms of research, even though many commercial systems are now available, their performance -- 
especially when adapted to new domains or applications -- is often still rather lacklustre. In 
particular, existing tools are designed for much simpler tasks than the ones we attempt in this 
project. As described earlier, online social media sentiment applications typically do not relate an 
opinion to any target, but simply classify sentences, reviews or tweets as positive or negative as a 
whole. Very few of them perform any kind of aggregation beyond simple sentiment word counting. 
For example, using opinion mining for predictive analysis, a current hot topic, uses the law of big 
numbers to disguise the fact that the performance on individual sentences and documents is still 
quite low: for simple tasks involving aggregates, shallow analysis techniques have proved to be 
sufficient to show trends. For the ARCOMEM project, however, more fine-grained analyis is 
required in order to achieve a much higher level of Precision for individual opinions as well as 
aggregation over documents. Similarly, work on opinion dynamics has traditionally been focused 
mainly on the use of very simple statistical techniques to show trending topics and opinions. 
Opinion finding on images and multimedia documents is extremely difficult, and very little has 
again been done in this area. Our aim in this project is to combine the very different techniques 
needed for  these tasks in order to provide mutual benefit: image recognition and similarity 
detection techniques can help us with disambiguation of text, while combining images with text can 
assist greatly with the dynamics task. Finally, research on adaptation of existing tools for opinion 
mining to different domains, text types and languages is still largely in its infancy, and one of our 
main research aims is to advance the state of the art in this adaptation task. 

2012 © Copyright lies with the respective authors and their institutions.



Page 40 of 43 ARCOMEM Collaborative Project EU-ICT-270239

 7 References

[1] A. Aue and M. Gamon. 2005. Customizing sentiment classifiers to new domains: a case 
study. In Proc. of the International Conference on Recent Advances in Natural Language 
Processing, Borovetz, Bulgaria.

[2] K. Balog, G. Mishne, and M. de Rijke, “Why are they excited?: identifying and explaining 
spikes in blog mood levels,” in  Proceedings of the Eleventh Conference of the European 
Chapter  of  the  Association  for  Computational  Linguistics:  Posters  &  Demonstrations, 
Stroudsburg, PA, USA, 2006, pp. 207–210.

[3] J. Blitzer, M. Dredze, and F. Pereira. 2007. Biographies, bollywood, boom-boxes and 
blenders: Domain adaptation for sentiment classification. In Annual Meeting of the Associ-
ation for Computational Linguistics, p.440

[4] E. Boiy, Pieter Hens, Koen Deschacht, and Marie-Francine Moens. 2007. Automatic senti-
ment analysis of on-line text. In Proc. of the 11th International Conference on Electronic 
Publishing, Vienna, Austria.

[5] E. Boiy and M-F. Moens. A Machine Learning Approach to Sentiment Analysis in Multilin-
gual Web Texts. Information Retrieval 12 (5), 526-558, 2009.

[6] Johan Bollen and Huina Mao. 2011. Twitter mood as a stock market predictor. IEEE Com-
puter, 44(10):91–94.

[7] W. Bosma and P. Vossen. 2010. Bootstrapping languageneutral term extraction. In 7th 
Language Resources and Evaluation Conference (LREC), Valletta, Malta.

[8] C. Buckley and G. Salton. 2009. Term-weighting approaches in automatic text retrieval. In-
formation Processing and Management, 24(5):513–523.

[9] W.B. Cavnar and J.M. Trenkle. 1994. N-gram-based text categorization. Ann Arbor MI, 
48113:4001.

[10] T. F. Cootes, C. J. Taylor, D. H. Cooper, and J. Graham. Active shape models–their train-
ing and application. Comput. Vis. Image Underst., 61(1):38–59, Jan. 1995.

[11] T. Cootes, G. Edwards, and C. Taylor. Active appearance models. IEEE Transactions On 
Pattern Analysis And Machine Intelligence, 23(6):681–685, JUN 2001.

[12] H. Cunningham, D. Maynard, and V. Tablan. 2000. JAPE: a Java Annotation Patterns En-
gine (Second Edition). Research Memorandum CS–00–10, Department of Computer Sci-
ence, University of Sheffield, November.

[13] H. Cunningham, D. Maynard, K. Bontcheva, and V. Tablan. 2002. GATE: A Framework and 
Graphical Development Environment for Robust NLP Tools and Applications. In Proceed-
ings of the 40th Anniversary Meeting of the Association for Computational Linguistics 
(ACL’02),

[14] Das, S. R. and M. Y. Chen (2001). Yahoo! for Amazon: Sentiment Parsing from Small Talk 
on the Web. Proceedings of EFA 2001, European Finance Association Annual Conference, 
Barcelona, Spain.

[15] G. Demartini, S. Siersdorfer, S. Chelaru, und W. Nejdl, „Analyzing Political Trends in the 
Blogosphere“, in Fifth International AAAI Conference on Weblogs and Social Media, 2011.

[16] N. Diakopoulos, M. Naaman, and F. Kivran-Swaine. 2010. Diamonds in the rough: Social 
media visual analytics for journalistic inquiry. In IEEE Symp. on Visual Analytics Science 
and Technology (VAST), pages 115–122.

[17] B. Fasel and J. Luettin. Automatic facial expression analysis: a survey. Pattern Recognition, 
36(1):259 – 275, 2003.



D4.2 Opinion Mining v1 Page 41 of 43

[18] A. Funk, Y. Li, H. Saggion, K. Bontcheva, and C. Leibold. 2008. Opinion analysis for busi-
ness intelligence applications. In First Int. Workshop on Ontology-Supported Business Intel-
ligence, Karlsruhe, October. ACM.

[19] S. Gindl, A. Weichselbraun and A. Scharl. 2010. Cross-domain contextualisation of senti-
ment lexicons. In Proceedings of 19th European Conference on Artificial Intelligence (ECAI-
2010), pages 771–776.

[20] Alec Go, Richa Bhayani, and Lei Huang. 2009. Twitter sentiment classification using distant 
supervision. CS224N Project Report, Stanford.

[21] J. Hare, S. Samangooei, and D. Dupplaw. OpenIMAJ and ImageTerrier: Java libraries and 
tools for scalable multimedia analysis and indexing of images. In Proceedings of ACM Mul-
timedia 2011, MM ’11, pages 691–694. ACM, 2011.

[22] J. Hare, S. Samangooei, D. Dupplaw and P. Lewis. ImageTerrier: An extensible platform for 
scalable high-performance image retrieval. To appear in Proceedings of ACM ICMR 2012.

[23] J. Kleinberg. Bursty and Hierarchical Structure  in Streams. Data Mining and Knowledge 
Discovery 7, 373–397, 2003.

[24] D. Lowe. Distinctive image features from scale-invariant keypoints. IJCV, 60(2):91–110, 
January 2004.

[25] X. Liu, S.  Zhang, F.  Wei and M. Zhou. Recognizing Named Entities in Tweets. Computa-
tional Linguistics, 1 (2008), 359-367. 

[26] M. Lui and T. Baldwin. Cross-domain feature selection for language identification. In Pro-
ceedings of 5th International Joint Conference on Natural Language Processing, pages 
553–561, November 2011.

[27] D. Maynard and A. Funk. Automatic detection of political opinions in tweets. In Raúl García-
Castro, Dieter Fensel and Grigoris Antoniou (eds.) The Semantic Web: ESWC 2011 Selec-
ted Workshop Papers, Lecture Notes in Computer Science, Springer, 2011. 

[28] D. Maynard and M. Greenwood. Large Scale Semantic Annotation, Indexing and Search at 
The National Archives. In Proceedings of LREC 2012, May 2012, Istanbul, Turkey. 

[29] A. Miller, R. Beckwith, C. Felbaum, D. Gross, G. A. Miller, C.Miller, R. Beckwith, C. Fel-
baum, D. Gross, and M. Miller, C.Minsky. 1990. Five papers on WordNet. Cognitive Sci-
ence 4, pp. 117-133.

[30] S. Moghaddam and F. Popowich. 2010. Opinion polarity identification through adjectives. 
CoRR, abs/1011.4623.

[31] A.C. Mullaly, C.L. Gagné, T.L. Spalding, and K.A. Marchak. 2010. Examining ambiguous 
adjectives in adjective-noun phrases: Evidence for representation as a shared core-mean-
ing. The Mental Lexicon, 5(1):87–114.

[32] T. Nguyen, D. Phung, B. Adams and S. Venkatesh, 2012. Event Extraction Using Behavi-
ors of Sentiment Signals and Burst Structure in Social Media. Knowledge and Information 
Systems (in press).

[33] A. Pak and P. Paroubek. 2010a. Twitter as a corpus for sentiment analysis and opinion 
mining. Proceedings of LREC 2010.

[34] A. Pak and P. Paroubek. 2010b. Twitter Based System: Using Twitter for Disambiguating 
Sentiment Ambiguous Adjectives. In Proceedings of the 5th International Workshop on Se-
mantic Evaluation, pages 436–439. Association for Computational Linguistics.

[35] Bo Pang and Lillian Lee. 2008. Opinion mining and sentiment analysis. Information Retriev-
al, 2(1). 

2012 © Copyright lies with the respective authors and their institutions.



Page 42 of 43 ARCOMEM Collaborative Project EU-ICT-270239

[36] M. Pantic, N. Sebe, J. F. Cohn, and T. Huang. Affective multimodal human-computer inter-
action. In Proceedings of the 13th annual ACM international conference on Multimedia, 
MULTIMEDIA ’05, pages 669–676, New York, NY, USA, 2005. ACM.

[37] A. Popescu and O. Etzioni. 2005. Extracting product features and opinions from reviews. In 
Proc. of the Conference on Empirical Methods for Natural Language Processing (EMNLP), 
pages 339–346, Vancouver, Canada.

[38] D. Ramage, D. Hall, R. Nallapati, and C. D. Manning. 2009. Labeled LDA: a supervised 
topic model for credit attribution in multi-labeled corpora. In Proceedings of the 2009 Con-
ference on Empirical Methods in Natural Language Processing, EMNLP ’09, pages 248–
256, Stroudsburg, PA, USA. Association for Computational Linguistics.

[39] R. Remus, U. Quasthoff, and G. Heyer. 2010. SentiWS - A Publicly Available German-lan-
guage Resource for Sentiment Analysis. In Proceedings of the Seventh conference on In-
ternational Language Resources and Evaluation (LREC’10), Valletta, Malta, May 2010. 

[40] T. Risse, S. Dietze, D. Maynard, and N. Tahmasebi. 2011. Using Events for Content Ap-
praisal and Selection in Web Archives. In Proceedings of DeRiVE 2011: Workshop in con-
junction with the 10th International Semantic Web Conference 2011, Bonn, Germany, Octo-
ber.

[41] A. Ritter, S. Clark, Mausam, and O. Etzioni. 2011. Named entity recognition in tweets: An 
experimental study. In Proc. of Empirical Methods for Natural Language Processing 
(EMNLP), Edinburgh, UK.

[42] H. Saggion and A. Funk. 2009. Extracting opinions and facts for business intelligence. 
RNTI Journal, E(17):119–146, November 2009.

[43] A. Scharl and A. Weichselbraun. 2008. An automated approach to investigating the online 
media coverage of US presidential elections. Journal of Information Technology and Polit-
ics, 5(1):121–132.

[44] S. Siersdorfer, J. Hare, E. Minack, and F. Deng. Analyzing and predicting sentiment of im-
ages on the social web. In ACM Multimedia 2010, pages 715–718. ACM, October 2010.

[45] V. Tablan, I. Roberts, H. Cunningham, and K. Bontcheva. GATECloud.net: Cloud Infra-
structure for Large-Scale, Open-Source Text Processing. In UK e-Science All hands Meet-
ing 2011, York, September 2011. 

[46] M. Taboada, J. Brooke, M. Tofiloski, K. Voll, and M. Stede. 2011. Lexicon-based methods 
for sentiment analysis. Computational Linguistics, 1(September 2010):1–41.

[47] Y.-l. Tian, T. Kanade, and J. F. Cohn. Facial expression analysis. Handbook of Face Re-
cognition, pages 247–275, 2005.

[48] Oren Tsur, Dmitry Davidov, and Ari Rappoport. ICWSM – a great catchy name: Semi-su-
pervised recognition of sarcastic sentences in product reviews. In International AAAI Con-
ference on Weblogs and Social Media, 2010.

[49] W. Wang and Q. He. A survey on emotional semantic image retrieval. In Proceedings of the 
International Conference on Image Processing, ICIP 2008, October 12-15, 2008, San 
Diego, California, USA, pages 117–120. IEEE, 2008.

[50] A. Weichselbraun, S. Gindl, and A. Scharl. 2010. A context-dependent supervised learning 
approach to sentiment detection in large textual databases. Journal of Information and Data 
Management, 1(3):329–342.

[51] W. Wei-ning, Y. Ying-lin, and J. Sheng-ming. Image retrieval by emotional semantics: A 
study of emo- tional space and feature extraction. In IEEE International Conference on Sys-
tems, Man and Cybernetics, 2006. SMC ’06., volume 4, pages 3534 –3539, oct. 2006.



D4.2 Opinion Mining v1 Page 43 of 43

[52] T. Wilson, J. Wiebe, and P. Hoffmann. 2009. Recognizing contextual polarity: An explora-
tion of features for phrase-level sentiment analysis. Computational Linguistics, 35(3): 399-
433.

[53] V. Yanulevskaya, J. C. van Gemert, K. Roth, A. K. Herbold, N. Sebe, and J. M. 
Geusebroek. Emotional valence categorization using holistic image features. In IEEE Inter-
national Conference on Image Processing, 2008.

[54] P. Zontone, G. Boato, J. Hare, P. Lewis, S. Siersdorfer, and E. Minack. Image and collater-
al text in support of auto-annotation and sentiment analysis. In TextGraphs-5: Graph-based 
Methods for Natural Language Processing, pages 88–92. The Association for Computation-
al Linguistics, July 2010.

2012 © Copyright lies with the respective authors and their institutions.


	 1.1  Opinion Model
	 1.2  User requirements
	 1.3  Preservation 
	 1.4  Architecture and Approach
	 1.5  Scalability
	 3.1  Opinion Mining from Text
	 3.1.1  Sentiment Analysis Application
	 3.1.2  Multilingual issues
	 3.1.3  Challenges imposed by social media
	 3.2  Dynamics of Opinions 
	 3.2.1  Opinion Event detection
	 3.2.2  Opinion Aggregation and Summarisation
	 3.3  Evaluation
	 3.3.1  Comparison of opinion mining methods and tools
	 3.3.2  Opinion mining from political tweets
	 3.3.3  Evaluation on Financial Crisis dataset
	 3.3.4  Evaluation of Opinion Event Detection
	 3.3.5  Discussion
	 3.4  Future work
	 4.1  Image Reuse Analysis
	 4.2  Facial Expression Analysis
	 4.3  Evaluation Methodology
	 4.4  Future plans
	 5.1  Multimodal Classification
	 5.2  Privacy Classification
	 5.3   Attractiveness classification
	 5.4  Future plans for multimodal analysis

