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Executive Summary 

This document describes which components were integrated in the first prototype of the 
ARCOMEM platform and how they communicate. It also looks at the first results that were 
obtained. Lastly, it sets out a plan for the next integration steps. 
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1. Introduction 

1.1 Overview 

The first prototype is focused on the online analysis. Different crawlers insert resources they 
fetched from the web into the document store. The insertion triggers the online analysis process, 
that results in more links being sent to the main crawler. 

On the crawler side, the general crawler (Internet Memory's crawler or Athena's enhanced Heritrix) 
crawls the URLs it is given. To start a crawl, some URLs must be manually added to its queue. 

In addition, the API crawler can be launched by hand and will insert the resources it fetched 
(currently being developed) into the document store and structured information into the triple store. 
The structured information depends on the specific system being queried: for instance, for a Twitter 
feed, we may extract user name, dates and tweets text. 

On the analysis side, the Application Aware module first analyses the whole resource (along with 
the meta data the crawler produced: links on the document and information derived from the HTTP 
headers such as declared MIME type) and enriches the resource and each of its links with extra 
information. The `augmented' information is used in two parallel branches: a simple regular 
expression-based black listing module (link classifier) and an NLP analysis. The latter is a 
sequence of language analysis with GATE (tokenisation, lemmatisation of open-class words 
(nouns, verbs, adjectives, adverbs), case-insensitive keyword matching, and named-entity 
recognition) applied on the text close to each link found on the document, and a document scorer 
that uses this information to determine how relevant the entities are to the crawl specification. 
Lastly, the relevance scorer combines all the scores from the different analysis branches to give a 
final rating for each link and  send it to the general crawler. 
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Note: to simplify development, the general crawler can be replaced with a lightweight Java crawler 
simulator (implemented by SOTON). 

2. Components interfaces 

IMF crawler/document store 

The crawler create WARC files and write them to a Hadoop file system. On the document store 
side, regularly, the files found in the dedicated directory get loaded into HBase and moved to a 
`completed' directory. (This ensures the processing can be interrupted and resumed at any time, 
without reprocessing files.) 

To facilitate the crawler design and for performance reasons, some extensions to the WARC 
format are understood by the importer: outlinks put in a specific record following the resource 
record are used to enrich the meta data for the resource. In addition, instead of storing the payload 
for a resource, a reference to an external file is also supported. 

Athena's Heritrix/document store 

Heritrix was modified to use the IMF HBase access library to write crawled resources directly to the 
store. 

Online analysis triggering 

The design relies on the HBase's region observer and a pooling mechanism. 

To let the region observer receive complete resources, Heritrix writes everything about a resource 
at once, and the WARC importer aggregates all the information related to one resource from 
possibly different (and contiguous) records and issues a single Put operation for the resource. 

HBase passes a copy of the Put object to a trigger that orchestrates all the online analysis work. 
This trigger manages a pool of tasks slot and a queue. A limited number of online analysis module 
runs take place at any single time, while the reference of the resource write operations are kept in 
a queue. 

Online analysis modules communication 

The trigger and all online analysis modules being written in Java, the interface of each module 
consists of a simple set of functions to call directly. 

In more details, when a slot becomes available, the resource is fetched from the table as an 
IMHBase Resource. This object's URL, content and out links are passed to the AAH. The AAH 
returns a list of links with a score and an augmented document. The structured objects extracted  
from the reource are then fed to independent analysis modules that run concurrently: a regular 
expression scorer and GATE NLP. The output of the NLP analysis is fed into a document scorer 
which gives a vector similarity between the crawl spec keywords and the document tokens. The 
link scores and the document score are fed to the relevance module which gives every link on the 
page a score to be sent to the crawler. 
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Interface to the crawler's queue 

A JSON over HTTP-based protocol was devised. The main operation consists in updating the 
priority for a URL with a real number or the special keyword “blacklisted” to exclude once and for 
all a URL. Note that it is allowed to send different scores for the same URL: to simplify the design, 
the links the crawler discovers are always sent to the online analysis. The blacklisting option can 
be useful in the case of a URL being on a spam host black list. The design aims at maximum 
flexibility: any URL can be enqueued (or the priority of any URL can be updated, if the URL was 
already known) at any time. There is no constraint on the URLs: they need not come from pages 
the crawler fetched. 

IMF crawler 

A server listens to requests, parses them and enqueues the URLs (disregarding the priority at 
present). 

Athena's priority aware Heritrix 

A server listens to requests, parses them and maintains an HBase priority table. The table is 
indexed on the URL. This table is used to reorder Heritrix's queues periodically. 

API crawler/triple store 

In addition to the Java API, the triple store offers a lightweight custom network protocol to let the 
API crawler (written in Python) store triples. 

Experiments 

Integration platform 

The integration platform consists of four servers with one Atom 330 processor, 3.5 GB of RAM and 
four 1.5 TiB hard discs. The HDFS and HBase instances run on a pair of servers. The triple store 
runs atop HBase. Each of the large scale crawlers (Heritrix and IMF's crawler) run on a single 
server. 

Results 

The first experiments highlighted the importance of regulating the concurrency of the online 
analysis tasks (each resource being analysed independently from the others, the concurrency 
degree is not constrained). 

Using the IMF crawler and the two-server HBase cluster to store the collected data and run the on-
line analysis, we crawled TODO resources in TODO time. TODO more about the conf. The 
bottleneck is TODO. 
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Timeline 

• January 2012: online analysis integration design, framework development started 

• February 2012: 

◦ Heritrix modified to reorder its queue according to URL priorities 

◦ First demonstration: application aware helper, GATE, regular expression filter, 
relevance module integrated with the crawler simulator 

• March 2012: 

◦ IMF large scale crawler integration (WARC ingestion) 

◦ API crawler writes to the triple store 

◦ Web search interface mock-ups 

• April 2012: 

◦ IMF large scale crawler integration (flow control) 

◦ Heritrix integration (direct write to document store) 

• May 2012: 

◦ prototype “gui1” 

▪ basic crawl scheduler 

▪ web interface to schedule a crawl and specify entities to focus the crawl 

▪ API crawler 

• REST interface to receive fetch orders 

• storing resources in the document store 

▪ IMF crawler 

• handling URL priorities 

• interface to control captures  

▪ intelligent crawl specifications handling (written to the triple store and read by the 
on-line analysis modules) 

◦ off-line processing design refinement 

• June 2012 

◦ 1 June: Rock-am-Ring standard crawl and ARCOMEM crawl 

◦ study of partial retrieval or streaming from the triple store 

◦ search interface first prototype 

◦ indicator on crawl quality: GATE relevance off-line computation 

• September 2012 

◦ prototype “off-line processing v1” 
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Next steps 

Two important parts must be added: the web user interface and the off-line analysis. 

The web user interface, along with some crawl scheduler will allow the users to start using the 
system. We are targeting a working prototype by mid-May, to be able to launch captures about the 
Rock-am-Ring festival in early June. The ARCOMEM crawl will be compared to a reference crawl 
on the same topic performed with `traditional' methods at the same time. 

The off-line analysis encompasses different tasks that may require being triggered at different 
times, and may have dependencies between them. Defining the criteria to enqueue off-line tasks in 
a scheduler that will respect dependencies, and selecting the tools to implement this scheduler will 
be a goal of the next integration meeting in May. 
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