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What is Machine
Learning and why do
we want to do it?



. GATE
What 1s ML? D

* Automating the process of inferring new
data from existing data

* In GATE, that means creating annotations
by learning how they relate to other
annotations
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Learning a pattern

GATE

* For example, we have “Token” annotations with
“kind” and “value” features

251000

Kind = symbol
value = “£”"

kind = number
value = “1000”

* ML could learn that a “£” followed by a number is

an amount of currency
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How 1s that better than
making rules (e.g. JAPE):

It is different to the rule-based approach

Some things humans are better at writing rules for, and
some things ML algorithms are better at finding

With ML you don't have to create all the rules

However, you have to manually annotate a training
corpus (or get someone else to do it!)

Rule-based approaches (e.g. JAPE) and ML work well
together; JAPE is often used extensively to prepare
data for ML



Terminology: Instances, GATE
attributes, classes

California Governor Arnold Schwarzenegger proposes deep cuts.

Instances: Any annotation

Tokens are often convenient
Token Token Token Token Token Tok | | Tok
Attributes: Any annotation feature relative to instances

Token.String
Token.category (POS)
Sentence.length

Sentence

Class: The thing we want to learn
A feature on an annotation

Entity.type

=L ocation Entity.type=Person
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Instances

* Instances are cases that may be learned

* Every instance is a decision for the ML
algorithm to make
* To which class does this instance

belong?
— “California”—Location
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. GATE
Attributes D

* Attributes are pieces of information
about instances

 They are sometimes called “features” in
machine learning literature
 Examples

— Token.string == “Arnold”
— Token.orth == upperinitial

— Token(-1).string == “Governor”




GATE=
Classes D

« The class is what we want to learn

« Suppose we want to find persons' names: for every
iInstance, the question is “is this a person name?”
and the classes are “yes” and "no”

« Sometimes there are many classes, for example we
may want to learn entity types

— For every instance, the question is “which type from
the list does this instance belong to?”

—  One answer is “none of them”
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ML Tasks

GATE supports 3 types of ML tasks:

— chunk recognition (named entity
recognition, NP chunking)

— text classification (sentiment classification,
POS tagging)

— relation annotation




. GATE
Tralnling

« Training involves presenting data to the ML
algorithm from which it creates a model

« The training data (instances) have been annotated
with class annotations as well as attributes

« Models are representations of decision-making
processes that allow the machine learner to decide
what class the instance has based on the attributes
of the instance




: : GATE
Application D

* When the machine learner is applied, it
creates new class annotations on data
using the model

* The corpus it is applied to must contain
the required attribute annotations

. "he machine learner will work best if the
application data is similar to the training
data
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GATE

Evaluation

. We want to know how good our machine learner is before we
use it for a real task

. Therefore we apply it to some data for which we already have
class annotations

—  The “right answers”, sometimes called “gold standard”

. If the machine learner creates the same annotations as the gold
standard, then we know it is performing well

. The test corpus must not be the same corpus as you trained on

—  This would give the machine learner an advantage, and
would give a false idea of how good it is

. GATE's ML PR has a built-in evaluation mode that splits the
corpus into training and test sets and cross-validates them
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Setting up a Corpus
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Load the corpus

* Create a corpus (any name is fine)

* Populate it from module-11-hands-
on/corpus/*.xml in your hands-on
materials

* Use UTF-8 encoding

* Open a document and examine its
annotations

GATE




. GATE
Examining the corpus

 The corpus contains an annotation set
called “Key”, which has been manually
prepared

 Within this annotation set are
annotations of types “Date”, “Location”,

I

“Money”, “Organization” and so forth

* There are also some annotations in the
“Original markups™ set



What are we going to GATE
use this corpus for?

We are going to train a machine learner to annotate
corpora with these entity types

We need a training corpus and a test corpus

The training corpus will be used by the machine learner to
deduce relationships between attributes and entity types
(classes)

The test corpus will be used to find out how well it is
working, by comparing annotations created by the learner
with the correct annotations that are already there

In Evaluation mode, which we will try first, the ML PR
automatically splits one corpus up into training and test
sets



Instances and GATE

Attributes
« This corpus so far contains only the class
annotations

« There is not much in this corpus to learn from
« What would our instances be?
« What would our attributes be?

« |f we run ANNIE over the corpus, then we can use
“Token” annotations for instances, and we would
have various options for attributes

« Load ANNIE but add the Key AS to
setsToKeep in the document reset PR!

« Run ANNIE over your corpus
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Running ANNI

GATE Developer 5:2-snapshot lkmild 3475

E on t

ATE

£ Applications

@‘& make-mention
& e

] Language Resources

487 in-whitbread-10-aug-2001
@ in-shell-cirywire-03-aug-2
@ in-rover-10-aug-2001.xml_

@ in-outlook-ba-04-aug-200
47 in-outlook-10-aug- 2001
47 in- outlook-09-aug-2001x
&7 in-oil-09-aug-2001.xml_00
@ in-guardian-it-10-aug-200
@ in-german-bank-10-aug-2
&7 in-equitable-08-aug- 2001,

&7 in-tesco- citywire-07-aug-2
@ in-scoot-10-aug-2001.xml_

& in-reed-10-aug-2001.xml_

@ in-bayer-10-aug-2001.xml_

[»

| Messages | @ AnniE @in-wnimread-ln...|

‘ Annotation Sets| |Annolations List| |Annotations Slack| | Co-reference Editor

JTTT D
L

MatchesAnnots |+ [{null=[[920

MimeType w |text/html
entitySet w ||====FILE
gate. NAME w |in-whit

gateSourceURL | w |file:/7:/Co

1] i I DE

Views built!

W

hitbread, the hotels to leisure group, will double the number of its David Lloyd Leisure clubs ta 100
over the next five years and at an estimated cost of £500m

Whitbread, which has sold off its brewing and pubs businesses to focus on hotals, restaurants, and
503,000 members.

alysts were surprised at the timing of the announcement, given the deteriorating state of the British
ecanomy. One said: "The subsector is in for a tough time. Whitbread would do better to wait for six
maonths and then start snapping up the competition.”

tewart Miller, managing director of David Lloyd Leisure, said there was "clear room for expansion ... in
a sector that is growing at around 25 per cent a year'. His aim is to make the company a household
name in health and fitness. Around 5 per cent of the population belong to a gym, compared with 12 pe
cent in the US

Whitbread has no plans to follow the likes of Fitness First across the Channel, although one of its 42
cluls is in Dublin. A spokesman said: "Our focus is on the UK where we see great opportunities, but we
are keeping our eyes on Europe.”

Whitbread is also preparing to sell its cheaper, London-based Curzon gyms as part of its drive to focus
on David Lloyd Leisure and increase the 12 per cent that the business currently contributes to group
profits. Like-for-like sales at the health and fitness clubs are growing by around 10 per cent, the
company said.

Whitbraad shares closed up 2p at 645p
eparately, Esporta, a small-cap health and fitness operator, sold two non-core Espress clubs in

London to Top Motch Health clubs for £2.2m, to focus on developing its chain of large,
amily-orientated clubs

.
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* Having run
ANNIE on the
corpus, we have
more annotations
to work with
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Preparing the corpus:
Classes

« What we have:

o O > 2
Organization -
- || X
b Open Search & Annotate tool
*  What we need:
o O o [
Mention -
type w |[organization - (|
- - (|
B Open Search & Annotate tool

GATE




Preparing the corpus: GATE
Classes

* Currently each class has its own
annotation type (Date, Person, Percent
etc.)

 But the ML PR expects the class to be a
feature value, not an annotation type

* Therefore we are going to make a new
annotation type for the ML to learn from,
“Mention” (it doesn't matter what it's called
as long as we're consistent)



Making class GATE
annotations

* Load a JAPE transducer from the
module-11-hands-on/CreateMention.jape
grammar

* Look at the grammar in GATE
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The CreateMention.jape GATE
grammar

GATE Developer 5.2-snapshot build 3518

File ©Options Tools Help S ThIS grammar makeS
& & o 8 e % a new annotation
m_m_EZ'% ( Messages *ANNIE T Jape Transducer. .. type Ca”ed Mentlon
@ﬂ—lﬂ—ﬂ D CreateMention | Phase:firstpass o ) ¢ = It makeS the
%f‘ GATI-E C glgtl;tnznlﬂs?r:::“l:riertl.trillillate Organization Money Location prev'.ous annotatlon
s | Rule: Person type into a feature of
T Jape Trs |- ( u -
2 roued | erson the Meptlon
o 5; yperson _|| annotation
% ANNIEN | T : . : 1
4 person.Mention = {type="person’} .
B AnnER | d Feature name is
: Rule: Percent ‘“ ”
% ANNIES | ¢ type” because
_ H ercent| € ”
& aned | Fpercent class” is reserved for
'E:,ANNIE E_ _:;:rcenLMemiun = {type="percent’} B ontologies
@ DDEUI‘I‘IEE Rule: Date
410 I (
W : iDate}
B ydate
_:;:te.Mentinn = f{type="date"}
Rule: Organization
3 Eﬂrnanh:ﬂinnl )
] [+] |\ Jape viewer | Initialisation Parameters
Views built!
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Applying the grammar toGATE
the corpus

GATE Developer 5:2-snapshot build 3518

File Options Tools Help

OIS

LI

¢ (3 GATE =

gﬁ’r Corpus Pipelin
L2 @ Language Resourd

? ﬁ' Processing Resoul

A % ANNIE OrthoM
% ANNIE NE Tran
B ANNIE POS Tag
& ANNIE Sentenc
€ ANNIE Gazette

A7 Jape Transduce=

'ﬁ, ANNIE English 1 -

qu Messages ‘ANNIE‘

Loaded Processing resources
Name

Type

ﬁ.ﬁ' Corpus Pipeline_00056|Corpus Pip¢

«

- Selected Processing resources
MName

1
L | O Document Reset PR Docume
[ ] 'E:, ANNIE English Tokeniser ANNIE Ei
@ G ANNIE Gazetteer ANNIE G
:ﬁh ANNIE Sentence Splitter |ANNIES
@ B ANNIEPOS Tagger  |ANNIEP
."Iqu ANNIE NE Transducer  |ANNIEN
@, ; ANNIE OrthoMatcher  |ANNIE O
@ ** Jape Transducer_00094 (Jape Tra

loaded in 0.032 seconds

Document Res(<] Corpus: f‘ GATE Corpus_0001A -

(] | il | [»] Runtime Parameters for the "Jape Transducer_00094" Jape Transducer:

i Name Type |Required Value
| |' ” I 25 inputASName String Key
[l ) ontology Ontology <none:> |v
|l <> outputasName|String
| Run this Application |
q] M | [» Serial Application Editor Llnitialisatiun Parameters

 Add the JAPE
transducer at
the end of your
ANNIE
application

 Set the
inputASName to
“Key”

 Leave the
outputASName
blank (default)
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Check the ‘“Mention”

annotation

G.iTE Developer ot bui

ATE i

£ Applications

,&ﬁ make-mention
& e ||
] Language Resources

&7 in-whitbread-10-aug-2001
@ in-tesco- citywire-07-aug-2
@ in-shell-cirywire-03-aug-2
@ in-scoot-10-aug-2001.xml |
@ in-rover-10-aug-2001.xml_
&7 in-reed-10-aug-200Lxmi_g
@ in-outlook-ba-04-aug-200
@ in-outlook-10-aug-2001.x
@ in-outlook-09-aug-2001x
&7 in-oil-09-aug-2001.xmI_00
@ in-guardian-it-10-aug-200
@ in-german-bank-10-aug- 2|
&7 in-equitable- 08-aug-2001.

@ in-bayer-10-aug-2001.xml_

e e mnen 7]
] 1 | ]

MatchesAnnots | (|{null=[[920

MimeType w |[text/html
entitySet w ||==== FILE
gate.NAME w |[in-whit

gate.SourceURL | w ([file:/Z:/Co

q] i ] [
make-mention run in 0.178 seconds

i Messages QANNIE @infwhithreadfltl. r.&%mak&mentiun‘

|Annotation Sets‘ |Annutalions List| | Annotations Stack‘ | Co-reference Editor|

R

k4

Whitbread, the hotels to lzisure group, will double the number of its David Lloyd Leisure clubs to 100
over the next five years and at an estimated cost of £500m.

Whitbread, which has sold off its brewing and pubs businesses to focus on hotels, restaurants, and
leisure, plans to open eight clubs next year, mainly in the South. The 52 new clubs are expected to vield
500,000 members.

alysts were surprised at the timing of the announcement, given the deteriorating state of the British
economy. One said: "The subsector is in for 2 tough time. Whitbread would do better to wait for six
months and then start snapping up the competition.”

tewart Miller, managing director of David Lloyd Leisure, said there was "clear room for expansion ... in
3 sector that is growing at around 25 per cent a year'. His aim is to make the company a househald

name in health and fitness. Around 5 per cent of the population belong to a gym, compared with 12 per
cent in the U5

Whitkbread has no plans to follow the likes of Fitness First across the Channel, although one of its 42
clubs is in Dullin, A spokesman said: "Our focus is on the UK where we see great opportunitias, but we
are keeping our eyes on Europe.”

Whitbread is also preparing to sell its cheaper, London-based Curzon gyms as part of its drive to focus
on David Lloyd Leisure and increase the 12 per cent that the business currently contributes to group
profits. Like-for-like sales at the health and fitnass clubs are growing by around 10 per cent, the
icompany said.

Whitbread shares closed up 2p at 645p.
eparately, Esporta, a small-cap health and fitness operator, sold two non-core Espress clubs in

London to Tep Motch Health clubs for £2.2m, to focus on developing its chain of large,
amily-orientated clubs

[] Date

["] FirstPerson
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P Original markups

” New

Document Editor Llnitia sation Parameters

GATE

Rerun the
application

Check that you
have some
“Mention”
annotations

Check that they
have a feature
“type” and that the
values look right
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The Configuration File



Looking at the GATE
configuration file

* In the configuration file, we tell the
machine learning PR what we want it to

do

* You will find a configuration file in your
hands-on materials, called ml-config-
file.xml

* Open it using a text editor
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GATE
<SURROUND value="true"/> D

California Governor Arnold Schwarzenegger proposes deep cuts.

—

Beginning of entity

Token

Token

Entity.type=Person

N

End of entity

* This class to be learned covers more than one
Instance: the PR has to learn the boundaries

* So surround mode
* Transparent to the user
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GATE

Confidence Thresholds

<PARAMETER name="thresholdProbabilityEntity" value="0.2"/>
<PARAMETER name="thresholdProbabilityBoundary" value="0.4"/>

. Classifiers provide confidence ratings—how likely a result is to be
correct

. We must determine how certain is good enough

. Depending on the application we might prefer to include or exclude
annotations for which the learner is not too sure

. thresholdProbabilityBoundary is a threshold for the beginning and
end instances

. thresholdProbabilityEntity is a threshold for beginning and end
instances combined
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<multiClassification2Binary |GAIE
method="one-vs-others"/>

California Governor Arnold Schwarzenegger proposes deep cuts.

Entity.type

—L ocation Entity.type=Person

* Many algorithms are binary classifiers (e.g. yes/no)
*  We have several classes (Person, Location, Organization etc.)

* Therefore the problem must be converted to a set of binary problems, so we can
use binary algorithms

* one-vs-others
* LOC vs PERS+ORG / PERS vs LOC+ORG / ORG vs LOC+PERS

°* ohne-vs-another
* LOC vs PERS /LOC vs ORG / PERS vs ORG



<multiClassification2Binary |GAIE
method="one-vs-others"/>

* With more than a few classes, one-vs-another
becomes very computationally expensive!

* one-vs-others: N classes => N classifiers
* Avs B+C+D, B vs A+C+D, C vs A+B+D, D vs A+B+C
* one-vs-another: N classes => Nx(N-1)/2 classifiers
*AvsB,AvsC,AvsD,BvsC,BvsD,CvsD



<EVALUATION method="holdout" GATIE
rat10="0.66"/>

. We are going to evaluate our application in two ways today
— The ML PR can automatically evaluate for us
— We will also run our own evaluation

. This parameter dictates how the ML PR will evaluate for
us, if we run it in evaluation mode

. We are telling it that it should reserve a third of the data as
a test set, train, then apply the result to the held out set

. Alternatively, we could ask the PR to run a cross-validation
evaluation
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Evaluation

<EVALUATION method="kfold" runs="10"/>
OR
<EVALUATION method="holdout" ratio="0.66"/>

* Holdout randomly picks ratio documents
for training and uses the rest for testing;
this is faster than k-fold because it only
runs once

* But k-fold cross-validation will give you
more reliable results and lets you
“stretch” your corpus



. . GATE
K-Fold Cross -Valldatlonj

. In k-fold cross-validation, the corpus is split into k equal
parts, and the learner is trained k times on k-1 parts and
evaluated on 1; the results are averaged

. Forexample, if k=4, the documents are split into groups
A, B, C, & D, then:
_ train on A+B+C, teston D
_ train on A+B+D, teston C
_ train on A+C+D, test on B
_ train on B+C+D, test on A
_ average these 4 results

« This maximises the use of the training data without losing
testing accuracy, but takes 4 times as long

. <EVALUATION method="kfold" runs="4"/>



_ GATE
<ENGINE nickname="PAUM" ..

* Next we specify what machine learning
algorithm we wish to use

* Today we are using the perceptron with
uneven margins ("PAUM?)

* We will use the following options:
options="-p 50 -n 5 -optB 0.3"

— Challenge: find out what these options
do! (Hint: user guide §17.2)



<INSTANCE- GATE

TYPE>Token</INSTANCE-TYPE>

« Next, we tell the ML PR what our instance
annotation is
« The goal of the ML PR is to try to learn how the

attributes of every instance relate to its class,
so the instance is an important choice

 We have decided that the “Token” is our
Instance annotation type

— We made sure, earlier, that we have “Token”
annotations in our corpus
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GATE

Specifying Attributes

<ATTRIBUTELIST>
<NAME>Form</NAME >
<SEMTYPE>NOMINAL</SEMTYPE>
<TYPE>Token</TYPE>
<FEATURE>Category</FEATURE>
<RANGE from="-2" to="2"/>

</ATTRIBUTELIST>
. For every attribute, we create a specification like the one above
. This is the information from which the PR will learn, so it is

important to give it some good data

. You can see in the configuration file that there are several
attributes, providing a good range of information

. However, if you have too many attributes it can take a very long
time to learn!



Breaking down the GATE
attribute specification

<NAME>Form</NAME>

— This is the name that we choose for this
attribute. It can be anything we want, but
it will help us later if we make it
something sensible!

« <SEMTYPE>NOMINAL</SEMTYPE>

— |s the value of this attribute a number or a
name”?



Breaking down the GATE
attribute specification

 <TYPE>Token</TYPE>

— The value of the attribute will be taken
from the “Token” annotation

 <FEATURE>category</FEATURE>

—  The va

ue of the attribute will be taken from

the “category” feature



Breaking down the GATE
attribute specification
<ATTRIBUTELIST>

<RANGE from="-2" to="2"/>
</ATTRIBUTELIST>

 Because thisis an "ATTRIBUTELIST”
specification, we can specify a “RANGE”

* Inthis case, we will gather attributes from
the current instance and also the preceding
and following two
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Specifying the Class |GATE
Attribute

<ATTRIBUTE>
<NAME>Class</NAME>
<SEMTYPE>NOMINAL</SEMTYPE>
<TYPE>Mention</TYPE>
<FEATURE>type</FEATURE>
<POSITION>0</POSITION>
<CLASS/>

</ATTRIBUTE>

* You can call the class attribute whatever you want, but “Class” is a
sensible choice

* Remember that our class attribute is the “type” feature of the
“Mention” annotation

* Thisis an ATTRIBUTE, not an ATTRIBUTELIST, so we have
“position”, not “range”

* The <CLASS/> element tells the Batch Learning PR that this is the
class attribute to learn.
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Running the ML PR In
evaluation mode
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GATE

Loading the Learning plugin

Plugin'Management Console

ot
Known CREOLE directories

Filter; ;| CREOLE resources in directory
Name URL Load nowlLoad alwaysDelete Batch Learning PR
QAlignmem file:/home/genevieve/gate-top/externals/gate/plugins/Alignment/ [l [l i
QANNIE file:/home;/genevieve/gate-top/externals/ gate/plugins/ANNIE/ ] ] Z
@Annntatian,merging file:/home/genevieve/gate-top/externals/ gate/ plugins/Annotation_Merging/ ] ] Z
Q Copy_Annots_Between_Docs file:/home/genevieve/gate-top/externals/gate/plugins/Copy_Annots_Between_Docs/ [ [ Z
Q Gazetteer_LKB file:/home,/genevieve/gate-top/externals/gate/plugins/Gazetteer_LKE/ [l [l z
Q Gazetteer_Ontology_Based file:/home/genevieve/gate-top/externals/ gate/ plugins/Gazetteer_Ontology_Based/ ] ] Z
@ Groovy file:/home/genevieve/gate-top/externals/ gate/plugins/Groovy/ O O z
Q Information_Retrieval file:/home/genevieve/gate-top/externals/gate/plugins/Information_Retrieval/ (] (] Z
Q Inter_Annotator_Agreement file:/home/genevieve/gate-top/externals/gate/plugins/Inter_Annotator_Agreement/ [l [l z
Qjape_compiler file:/home/genevieve/gate-top/externals/ gate/plugins/Jape_Compiler/ O O Z
@ Keyphrase_Extraction_Algorithm(file:/ home/genevieve/gate-top/externals/gate/plugins/Keyphrase_Extraction_Algorithm/ ] ] Z
Q Lang_Arabic file:/home/genevieve/gate-top/externals/gate/plugins/Lang_Arabic/ (] (] Z
Q Lang_Cebuano file:/home/genevieve/gate-top/externals/gate/plugins/Lang_Cebuano/ [ ] Z
Q Lang_Chinese file:/home/genevieve/gate-top/externals/ gate/plugins/Lang_Chinese/ O O Z
@ Lang_Hindi file:/home/genevieve/gate-top/externals/ gate/plugins/Lang_Hindi/ ] ] Z
Q Lang_Romanian file:/home/genevieve/gate-top/externals/gate/plugins/Lang_Romanian/ (] (] Z
Q Language_ldentification file:/home,/genevieve/gate-top/externals/gate/plugins/Language_ldentification/ [ [ Z
Q Learning file:/home/genevieve/gate-top/externals/ gate/ plugins/Learning/ Z
@ LingPipe file:/home/genevieve/gate-top/externals/ gate/plugins/LingPipe/ O O z
Q Machine_Learning file:/home/genevieve/gate-top/externals/gate/plugins/Machine_Learning/ (] (] Z
Q Ontology file:/home,/genevieve/gate-top/externals/gate/plugins/Ontology / [ [ Z
Q Ontology_BDM_Computation  (file:/home/genevieve/gate-top/externals/gate/ plugins/Ontology_BDM_Computation/ ] ] Z
Q Ontology_OWLIM2 file:/home/genevieve/gate-top/externals/ gate/ plugins/Ontology_OWLIM2/ ] ] Z
. =
‘ == Add a CREOLE repository |
OS | Cancel Help

. Load the “Learning” plugin

. (We are not going to use the “Machine Learning” plugin, which is
obsolete and does not have all the functionality we want.)




Creating a learning GATE
application

* Create a “Batch Learning PR”
using your configuration file

 Make a new corpus pipeline and
put this PR in it
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Running the applicationGATE
in evaluation mode

GATE Developer 5.2-snapshot build 3518

File Options Tools Help

O & P8 P2 « Make sure the corpus

ATE i: Messages iﬁ Corpus Pipeline... is Selected
£ Applications 3 ~ Loaded Processing resources - Selected Processing resources . -
.?E!Curpus Pipeline_0009E . T ANNTE Name CorpuT— ; q\ p— LName ———— hd The InpUtASName IS
*ANNlE 'E:ANNIE English Tokeniser |ANNIE B o= blank because the
| Language Resources g ANNIE Gazetteer ANNIE attributes and CIasses
@? in-whitbread-10-aug-2 ?.E ANNIE NE Transducer ANNIE L are in the defau It
& in-tesco-citywire-07-af | || 2. A ANNIE OrthoMatcher  |ANNIE <« .

| anvieros Tagger e annotation set

@ in-shell-cirywire-03-au

& ANNIE Sentence Splitter |ANNIE

. : ODucumentResetPR Ducum; L4 Select “EVALUATION”
Ay | = — o i . for the learningMode

 OutputASName should

@ in-scoot-10-aug-2001.

@ in-reed-10-aug-2001.X ................ ............................................................................................................................
‘{[corpus: |#& GATE Corpus_0001A

@ in-outlook-ba- 04-aug-

||~ Runtime Parameters for the "Batch Learning PR_0009D" Batch Learning PR:

&’ in-outlook-10-aug-20 Name Type [Required Value be the same as

=, — |l {2} inputASName |String . .
&’ in-outlook-09-aug-20(5 | -

- |r|| uutmuu | aug =5l Iryr—— EVALUATION InputASNallle In

| o | evaluation mode
* Run the application!

Run this Application ‘

1| M [» Serial Application Editor Llnitialisatiun Parameters

Close this resource
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GATE

Inspecting the results

GATE Developer 5.2-snapshot’build 3518 = = =y

(9]

File Options Tools Help

& @ D38 P2

[ Messages ’/ﬁé’t Corpus Pipeline... ‘

‘[[Forthe information about this Tearning see the log file
A fhome/genevieve/gate-top/externals/sale/talks/gate-course-may10/track-1/ module-4-ml/mi-ha

* The application
may take a few

[»

ATE

[ »

£ Applications

P §§ nds-on/savedFiles/logFileForNLPLearning.save .
E‘% Corpus Pipeline_0009E :| The number of threads used is 1 - m | n utes to ru n
*ANNlE :|** Evaluation mode:

§§ Hold-out test runs=1, ratio of training docs is 0.66

L R :||split, k=1, trainingNum=61. ng =
anguage Resources §§ ° When It Is

@’ in-whitbread-10-aug-3 | :|*** Averaged results for each label over 1 runs as:

i n -
& in-tesco-citywire-07-a | Results of single Iabet: fl n Is hed J

i o :{ 0 LabelName=date, number of instances=532

@ in-shell-cirywire-03-au | |\ (correct, partialCorrect, spurious, missingy= (185.0, 28.0, 21.0, 47.0); (precision, recall, F1)= 't h t th

@ in-scoot-10-2ug-2001 (0.7905983, 0.71153843, 0.74898785); Lenient (0.9102564, 0.8192308, 0.8623482) SWI C 0 e

g || 7|1 LabelName=location, number of instances=426 cc 5y

N A (correct, partialCorrect, spurious, missing)= (175.0, 10.0, 24.0, 29.0); (precision, recall, F1)= M

4 in-rover-10-aug-2001. 1 (0.83732057, 0.817757, 0.82742316); Lenient: (0.8851675, 0.864486, 0.8747045) essages

@in—reed—lﬂ—aug—zﬂﬂl.x 2(Lahe|ch:’amer:rrllgney,cr[1’umhe_r of ins!.an_ce;;a(ﬁl‘;lﬂ 20, 7.0,10.0), predisi L FD -
il (correct, partialCorrect, spurious, missing)= .0, 2.0, 7.0, 10.0); (precision, recall, F1)= t b t

7 €0.9307692, 0.9097744, 0.92015207); Lenient: (0.9461538, 0.924812, 0.9353612) a O exam I ne

:|| 3 LabeIName=organization, number of instances=963

@ in-outlook-10-aug-20 | (correct, partialCorrect, spurious, missing)= (374.0, 28.0, 60.0, 69.0); (precision, recall, F1)= the res u Its
2| (0.8095238, 0.7940552, 0.8017149); Lenient: (0.8701299, 0.85350317, 0.86173636)

@ in-outlook-09-aug-200(+| ‘| 4 LabelName=percent, number of instances=219

O ] M | [¥] || C(correct, partialCorrect, spurious, missing)= (93.0, 0.0, 2.0, 2.0); (precision, recall, F1)= (0.97894734,

T 3| 0.97894734, 0.97894734); Lenient (0.97894734, 0.97894734, 0.97894734)

°|| 5 LabelName=person, number of instances=217

Q: (correct, partialCorrect, spurious, missingy= (107.0, 5.0, 7.0, 16.0); (precision, recall, F1)=

*| (0.89915967, 0.8359375, 0.8663967); Lenient: (0.9411765, 0.875, 0.90688264)

@ in-outlook-ba-04-aug

Overall results as;
5| (correct, partialCorrect, spurious, missing)= (1055.0, 73.0, 121.0, 173.0); (precision, recall, F1)=
§§ (0.8446757, 0.8109147, 0.827451); Lenient: (0.9031225, 0.8670254, 0.8847059)

This learning session finished!

(1l

Corpus Pipeline_0009E run in 38.361 seconds




. GATE=
How well did we do? D

« Hereis my result:

(precision, recall, F1)= (0.8462151, 0.81629515,
0.83098596)

« These figures look pretty good, but what do they mean?
« Next we will discuss evaluation measures
« Then we will run the PR in different modes

« Then we will see if we can get these numbers any
higher!
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Learning



Recap of Evaluation 1n GATE
GATE

. Evaluation is an important part of information extraction
work

—  We need to find out how good our application is by
comparing its annotations to the “right answers”
(manually prepared or corrected annotations)

— Sometimes we need to compare annotations by
different annotators, to see how consistent they are

. We use similar functions for both types of evaluation tasks



. GATE=
Evaluation Mode D

* We ran the machine learning PR in
evaluation mode earlier

* We specified how the PR should run
evaluation in the configuration file

* Once we had run the application, we
obtained evaluation statistics in the
“‘Messages” tab



What are precision, GATE
recall and F1?

*  Precision: what proportion of our ML
annotations were correct?

* Recall: what proportion of the correct
annotations did our ML create?

* P =correct/ (correct + spurious) =tp / (tp + fp)
* R =correct/ (correct + missing) =tp / (tp + fn)

* where tp = true positives, fp = false positives,
fn = false negatives



What are precision, GATE
recall and F1?

* F-score is an amalgam of the two measures
-F=1/(B/P+ (1-B)/R)
-F1=2PR/(R+P)

— The equally balanced F1 (8 = 0.5) is the
most common F-measure

* We can also run our own ML evaluation using
the Corpus QA tool—let's do that now
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Splitting 1into t ra1n1ng@
and test corpora

* As mentioned earlier, to truly know how well a
machine learner is performing, you need to test it
on data that it was not trained on

* We need separate test and training corpora
* So now we are going to split our corpus in two



Saving and splitting |GATE
the corpus

_1I—har|d5—c+n

m Name v | Size Type
| ¥ |5 corpus 93 itemséfnlder
b [ test 0 itemséfnlder
b (g5 training 4items§f0lder
|| CreateMention.jape 571 hﬁesgplain tes
|@| ml-config-file.xml 1.8 KBEKML doc
. Right click on your corpus and select “Save as XML”
. Create a new folder called “training” and save the documents in it
. Use your file manager to create a new directory alongside it called
“test”
. Use your file manager to pick half the documents in “training” and

move them into “test” (try to randomise them a bit)




. . GATE
Tidying up (D

« Close all your open documents and
corpora in GATE Developer

 Close the modified ANNIE application
recursively

 Create new corpora called “training” and
“test”

 Populate your corpora with the
documents you saved to disk

— As before, use UTF-8
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Running the ML PR 1in

Training Mode

GATE Developer 5.2-snapshot build'3475

GATE

G
File Options Tools Help

b|® by o7

G cate

3 #Appllcauons
gﬁ%& learning-app

? @ Language Resources
@ in-whitbread-10-aug
@ in-tesco-citywire-07+
:§/ in-shell-cirywire-03-
@in—german—hank—lﬂ—
@’ in-equitable-08-aug-
@’in—hayer—ll]—aug—?ﬂl]
@7 in-airtours- citywire-9
@ in-airlines-08-aug- 2
&7 in-GKN-10-aug-2001
@ gu-whitbread-10-aug
&7 gu-w&d-10-aug-200
@ gu-vodafone-10-aug
@ gu-telewest-10-aug-
@ gu-tax-threat-08-au

@ gu-synergie-10-aug-

-

q] 1 r Dl

[l I [ [+

learning-app run in 10.17 seconds

, Messages i%?leammg app

Loaded Processing resources

NameType

[» ]
[«]

Selected Processing resources
! Name

Type

[ ] %, batch-learning-pr|Batch Learning PR

<[]

Corpus: f training

The corpus and document parameters are not available as they are automatically set by the controller!
Parameters for the "batch-learning-pr” Batch Learning PR
Name Type Required Value
{7} inputASName string I |
{7} learningMode RunMode ~ TRAINING | -
{3) outputASName string N

Run this Application

Serial Application Editor | Initialisation Parameters

Check that your
PR is set to run
on the training
corpus

Change the
learningMode to
“TRAINING” (the
outputASName
doesn't matter)

Run the
application



. . GATE
Finished Training! D

— :[ Messages ;@i—ﬁ learning-app

§§ Pre-praocessing the 44 documents. ..

¢| Learning starts.

§§ For the information about this [earning see the log file fhome/genevie
| The number of threads used is 1

A ** Training mode:

| 3| time for NLP features: 2
91 | | time for fv. 3
, i time for filtering: O

7| ¢ time for MLP training: 4

_ This learning session finishead!

« Training may take a few minutes

« This time there is no evaluation result in
the messages tab
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Running the ML PR 1n |GATE
Application Mode

GATE Developer 5.2-snapshot build 53475

File Options Tools Help

LIRS &) o) [# .
G Gate ? Messages &ﬁﬂeammg app Change corpus to

: = 11 73
T %Appllca{mns ‘||~ Loaded Processing resources Selected Processing resources es
% : =| || NameType 1 Name | Type
learning-app ;
: [ ] QB. batch-learning- pr|Batch Learning PR

el > | * Change
]| [« . learningMode to
&remmmnl| "APPLICATION”
& i iomwan | « Set outputASName
S| to “ML”: your new
6 gu-wnioresa-10-200 | {1 conpus and document prameters as o avaiabe s they re utamtically st by the conollen annotations will go

@ in-airtours- citywire-g |-

&7 gu-w&d-10-aug-200| | [ Parameters for the “baten-learning-pr- Batch Learning PR '
. Name Type Required Value h d y d t
47 gu-vodafone-10-aug 1|2 inputasname sting ere, an Ou On
&7 gu-telewest-10-aug- {2) learningMode RunMode v APPLICATION Want to get them
@ gu-tax-threat-08-aug {2} outputASName Suing ML-results
@ gu-synergie-10-aug-| |: H d 'th th
p au-smerae 10-aur| | mixed up wi e
4] Ii I o] 1
e e

'| -] existing ones!

Run this Appli tion
Run this application F3

[ i [»] ;| Serial Application Editor | initialisation Parameters
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Examining the results

of appllcatlon

GATE Developer 5.2-snapshot build 337

[»

@ gu-Am-Brit-4-aug-2
&7 9u-30000-job-08-au
@ﬂ—commerzhank—lﬂ—
& Tt daims- direc- 10-3
&7 fi-bt-wireless- 00-jul
& fbt-at&t-01-jul-20
&7 -bmi-25-Teb-2001.
&7 fi-bmi-09-may-2001
&7 fi-bank-of-uk-08-A
&7 t-bank-of-england-
@ﬂ—ainuurs—ﬂs—aug—z
& fi-airlines-27-jul-20
& f-BT-loop-01-aug-2
& f-BT-briefing-02-au
f' test
& training

¢ -ﬁi’ Processing Resources

%, batch-leaming-pr

Datastores

Messages (?% learning-app [/f test (@ﬂ—BT—hriefing—.. |

| Annotation Sets ‘ ‘ Annotations LiSI| |Ann01atiuns Slack| ‘ Co-reference Eﬂilﬂl"

.

; Sﬂmlconduclor da5|gn=rARC Imemalmnal sa\d ve;terdavmal salas Invn\s rﬂmam:d stagnam and n
ould no longer give revenue forecasts. Shares in the company closed up 2@ at 522 despite analyst
concerns that the company might not break even until 2005,

follows Parthus and Beakham in giving a cautious outlook on the micrachip market. About 60 of the
290 staff face the axe after results showing a pre-exceptionals net loss of E&.1m for the guarter on
revenues of E3.5m

@200 0roup to sue

group of Amazon.com shareholders has filed a class action suit in the US district court for the southern
district of New York against Morgan Stanley and its intzrnet analyst MangMesker, charging them with
issuing "false and misleading” statements on AmMazon stock.

he suit, filad on behall of Amazeon shareholders who purchased shares between August' 11938 and
anuany 22 2001 claims that Morgan Stanley failed to keep 2 "Chinese wall' between its invastment
banking and equity research activities.

r Canada cuts deeper

ir Canada said yesterday it will cut 4,000 jobs as part of a cost-reduction programme in the face of
economic slowdown. The airline shed 3,500 staff |ate |ast year.

cool suffers 192 blow

Business directory service 5€001 is likely to be dealt a blow by the decision of telecoms regulator Gftel 1o
reform directory inquiries, scrapping the 192 number which 5€001 uses for access to its services.

€001 bought the right - for a nominal fee - 1o use freephone number 0800 192 192 from BT in 1995
and used it as a springboard for its Freepages service. Oftel seems likely 1o replace 192 with a
fve-digit number, starting 118, as an attempt to boost competition and bringing the UK in line with

other European countries

MimeType w text/html

coot UK's chief commercial officer, TermgMartin, said the firm has contingency plans for 192 being

entitySet ¥ ==== FILE ;

scrapped but admitted the Oftel review had been a cause for concern

gate.NAME ¥ docd

DT pulls plug on free servces

gate.SourceURL | w |[file:/D:/wa

Deutsche Telekam is signalling an end to free content over mokile phones. T-Mation, the joint venture

between Deutsche Telekom s F=Mobilg wireless business and internet service provider F=0nling, is

music, with similar services to customers of OnE20Rne next year

starting a series of subscription senvices for German mobile customers including games, news alerts and

=310
E [] Address

[] Date

[ FirstPerson

[] JohTitle

[] Location

[] Lookup
Mention

%Muney

["] Organization

["] Person

;| [] Sentence
:|[] spaceToken

[] Unknown
¥ Key

[] Address

[] Date

[ Location

{1 money

["] Organization
["] Person
¥ ML-results

} Original markups

o

|| New

[

Document Editor L Initialisation Parameters

Views built!

GATE

Choose a document
from the test corpus to
look at

You should have a new
annotation set, created
by the ML application

There will be a “Mention”
type both in the new set
and the original

They are similar but not
identical!

How similar do they
appear to be? Do you
think you will get a good
result?



University of Sheffield NLP

Comparing the Sets withGATE

File Options Tools Help

CACRCIEE S IR

G

ATE'Developer 5.2-snapshot build 3475

LA Lt e nra it il o i)

@gu Am-Brit-4-aug-2
&7 gu-30000-job-08-au
&7 fi-commerzbank-10-

&7 ft-daims-direa-10-a

&7 f-bt-atét-01-jul-20
&7 ft-bmi-25-feb-2001

&7 fi-bank-of-uk-08-A
&7 Tt-bank-of-england-
@ ft-airtours-08-aug-2
& ft-aitlines-27-jul-20

&7 f-BT-briefing-02-au
& st

f:' training

\ batch-learning-pr

ﬁ Datastores

&7 ft-bt-wireless-09-jul, |

&7 ft-bmi-09-may-2001 |

&7 ft-BT-loop-01-aug-2 | -

¢ %Processing Resources L :

-

I

i DRk

4] Il [»

mld

'(Messages r@%’rlearmng app rf test r@ﬂ BT-briefing-.

|l Corpus statistics rDocument statistics |

Fl-strict ||

: Annotation Match OnlyA | OnlyB | Overlap | RecB/A | PrecB/A

||Mention 1670 276 133 109 0.81 0.87 0.84
‘{|Macro summary 0.81 0.87 0.84
{[Micro summary 1670 276 133 109 0.81 0.87 0.84

: L Corpus editor L Initialisation Parameters L Corpus Quality Assurance

Annotation Sets A& B
[Default set] (&)

Key

ML-results (B)
Original markups

[] present in every document

Annotation Types
Lookup

Mention

Money
Organization
Percent

A [l [»

|| present in every selected set

Annotation Features
class
prob

[[] present in every selected type
Measures

F-Score

F1-score strict
F1-score lenient
F1-score average

‘ ‘(23# Cumpﬁe ‘

Compare annotations between sets
T

Views built!

Select the test corpus and click on
* the Corpus QA tab (it will take a
few seconds to scan the document)
Select the Default and ML

* annotation sets

Select the “Mention” type

* Select the “type” feature
* Choose an F-measure
* Click on Compare

* Did you get a good result? How
* does it compare to the result you

got using evaluation mode?
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Using Annotation Diff |GATE
to examine performance

class=organization, prob=1.0} An notation Diff ‘ i‘
class=organization}|-? .
class=da?te} }—? ICOI‘I

class=organization}|-? B

17531761 5co0t- UK
11811195 late - last-year
1007(1017 Air- Canada

Annotation Difference o SWltCh tO the

Key doc |fl—BT—hriefing—l]2—a...‘v‘Kw set: T}rpe: Weight @_ “D t
Resp. doc |fl—BT—hriefing—l]2—a...‘ v‘ Resp. set: Features: _Jall ®some 'none m g Compare o_cu_rne,?
Start| End Key Features =17|5tart| End Response Features StatIStlcs tab
15171519 BT {class=organization}|= (1517|1519 BT {class=organization, prob=1.0} .
171 173 2p {class=money} = (171 173 |2p {class=money, prob=1.0} | ° Choose a
1956(1972 Deutsche - Telekom|{class=organization}j= |1956{1972Deutsche - Telekom|{class=organization, prob=1.0}
46 (35 |yesterday {class=date} = |46 |35 |yesterday {class=date, prob=1.0} docu ment
13221327 Oftel {class=organization}|= |1322{1327|0ftel {class=organization, prob=1.0}
867 [B82 |January-22-2001 |[class=date} = [B67 |BB2 [January-22-2001 |[class=date, prob=1.0} ° Click on the
11981203 /5coot {class=organization}|= |[1198/12035coot {class=organization, prob=1.0}
514 524 Amazon.com [class=organization}~ (514 520 [Amazon {

{

{

{

{

19241926 DT dass=organization}|-? . What kind of
?- 11499/1511(0800-192-192 {class=money, prob=1.0} = . .

482 488 |[Amazon [class=organization}< =482 488 [Amazon {class=location, prob=0.99999946} mIStakeS dld yOUf'
800 806 Amazon {tlasg=organization}|< =800 [B06 |Amazon {class=location, prob=0.99999905} . . r?
756 |762 |Amazon {claslﬂ';nmznjlmnme 75h [7R? |Amazon {class=location, prob=1.0} | appllcatlon make -
‘| {class=organization} | O

To edit, double-click or press F2.
Correct: 36 Recall Precision F-measure 93 documents loaded
Partially correct: 1 Strict. 0.82 0.88 0.85 Show document
Missing: 7 Lenient: 0.84 0.90 0.87
False positives: 4 Average: 0.83 0.89 0.86 -31-|| Export to HTML

Statistics LAdjudicatiun




Varying the GATE
configuration file

* Now we are going to experiment with
varying the configuration file to see if we
can produce varied results

* You can edit the configuration file in your
text editor

 Make sure you save your changes then
reinitialise the PR (this reads the file
again)



. GATE
Exercises

* Spend some time working on your
exercise sheet

* Feel free to ask questions
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GATE

Confidence Thresholds

<PARAMETER name="thresholdProbabilityEntity"” value="0.2"/>
<PARAMETER name="thresholdProbabilityBoundary" value="0.42"/>
<PARAMETER name="thresholdProbabilityClassification” value="0.5"/>

. Each classifier will provide confidence ratings—how likely is a result to be
correct; we must determine how certain is good enough

. Depending on the application we might prefer to include or exclude
annotations for which the learner is not too sure

. thresholdProbabilityBoundary and thresholdProbabilityEntity are thresholds
for chunk learning

. thresholdProbabilityClassification applies to classification tasks, such as
relation learning



University of Sheffield NLP -
GATE

Classification tasks

*Example: the documents contains spans of
text, which you want to classify as
positive, negative, or neutral.

* This will be covered in more detail In
Module 12 (Opinion Mining) tomorrow,
with hands-on work
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GATE

Classification tasks

+ thresholdProbabilityClassification: the
“pickiness” of the classifiers

*Increasing this generally raises precision
and reduces recall

- decreasing this generally increases recall
and reduces precision

* thresholdProbabilityBoundary and
thresholdProbabilityEntity: ignored
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GATE

Classification tasks

- <SURROUND VALUE="FALSE"/>

* INSTANCE-TYPE: type of annotation that
covers each span of text to classity

+ Typically use NGRAM elements as
attributes

+ The GATE user guide gives examples
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Engines and Algorithms



: GATE
Support Vector Machines

* Attempt to find a

hyperplane that
separates data 5 m onai
o W Samples [ .’*
* Goal: maximize with posifive < o

label

margin separating 9 = W @
two classes =
. . - 0
* Wider margin = = coamples T
greater ) L™ vith negaiive @

generalisation e ©



. GATE
Support Vector Machines

* Points near decision boundary: support
vectors (removing them would change
boundary)

* Points far from boundary not important for
decision

* What if data doesn't split?

— Soft boundary methods exist for imperfect
solutions

— However linear separator may be
completely unsuitable
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Support Vector Machines

* What if there is
no separating
hyperplane?

* See example:

* Or class may
be a globule

They do
not work!

GATE




Kernel Trick GATE

* Map data into
different
dimensionality

* As shown in the
video, due to
polynomial kernel
elliptical separators
can be created
nevertheless.

* Now the points are
separable!



http://www.youtube.com/watch?v=3liCbRZPrZA

Kernel Trick in GATE an@
NLP

* Binomial kernel allows curved and
elliptical separators to be created

* These are commonly used in language
processing and are found to be
successful

* Linear and polynomial kernels are
implemented in Batch Learning PR's
SVM



_ GATE
Support Vector Machines

* SVMs combined with kernel trick provide a
powerful technique

* Multiclass methods simple extension to two class
technique (one vs. another, one vs. others)

* Widely used with great success across a range of
linguistic tasks



GATE
Perceptron and PAUM D

« Perceptron is one of the oldest ML methods
(invented in the 50s!)

« Has some similarities to SVM (it determines a
hyperplane separator)

« Theoretically SVM works a little better because it
calculates the optimal separator

- In practice, however, there is usually little
difference, and Perceptron is a lot faster!
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GATE
Perceptron D

@O

-t

* You might think of perceptrons as being
these things (correct)

* What this is actually calculating is a dot
product w.x




GATE
More perceptron

f(x) = 1 fwx+b>0
0 otherwise
* X Is a datapoint represented as a vector

* W is a vector that defines the separating
hyperplane (it is perpendicular to it)

* This function tells you which side of the
hyperplane your point lies

* Db defines an offset from the origin



GATE
More perceptron

« How does it learn?

Each datapoint is annotated with class value 1
or0

Function returns 1 or O depending on which
side of the separator the point lies

Calculate difference between actual and
desired output

Multiply input vector by this delta and add it to
the weight vector

Given sufficient iterations the separator will
find a solution
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Perceptron update

x //

Dot p[,o"&:u ctis

The
separator

GATE

Dot product
IS negative,
so f=0
Butxis a
positive
example!
Oh no!

Must
update




GATE
Perceptron update D

< e Xclassis 1
. + f(x)=0
y // *  w+=(1-0)x
The

separator



GATE
Perceptron update D

< e Xclassis 1
* f(x)=0

The
separator




GATE
Perceptron update D

e Xclassis 1
* f(x)=0

< \\ « w+=(1-0)x

New
separator



GATE
Perceptron update D

* Now xis on
the right side

of the
5 separator!

New
separator



Perceptron with Uneven GATE
Margins

* Both Perceptron and SVM implement
“uneven margins”

* (PAUM stands for Perceptron Algorithm
with Uneven Margins)

* This means that it doesn't position the
separator centred between the points,
but more towards one side
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GATE

Even Margins

= A
| L
.
| 53I_'|'|p|EE N -
with positive .
label

7 Samples
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j. P with negative gy

label
[ e ©
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GATE

Uneven Margins

Fa
[ u H:" IMargin
m Samples [ .f ™
with positive \ L
label T
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7 Samples
with ti
j. P with negative gy

PR label
R
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: GATE
Why Uneven Margins? D

. In NLP the datasets are often very imbalanced

. For example if you are finding instances of “Person”, you
will have very many words that are not people and only a
few that are

. Uneven margins may help with this

. Y. Li, K. Bontcheva, and H. Cunningham. Using Uneven
Margins SVM and Perceptron for Information Extraction.
Proceedings of Ninth Conference on Computational
Natural Language Learning (CoNLL-2005), pp. 72-79.
2005.



: GATE
Some Other Algorithms D

. Batch Learning PR also includes the following from Weka
— Nalve Bayes

* Uses Bayes' theorem (probabilities) to determine
the most likely class given attributes and training
corpus

—  K-Nearest Neighbour

* Determines class of a point based on k training
points positioned geometrically closest to it

—  (C4.5 (decision tree)

* Makes a series of binary decisions that determine
the class of a point based on its attribute values
(e.g. “is string length > 377)
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