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Classification—Practical Exercise @

 Materials for this exercise are in the folder called
“classification-hands-on”
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Classification using Training and
Application PRs
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Load the corpus

* Create a corpus for testing and one for training (make sure you
name them so you can tell which is which!)

* Populate them from classification-hands-on/test-corpus and
classification-hands-on/training-corpus

* Open up one of the documents and examine it
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GATE

Examining the corpus

. The corpus contains an annotation set called “Key”,
which has been manually prepared

. Within this annotation set are sentences with a “lang”
feature indicating the language of the sentence
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__What are we going to do with this corpus® \

. We are going to train a machine learner to annotate
sentences with their language

. We'll start with separate training and application steps

. Later we can try some of the evaluation techniques we
talked about earlier
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GATE
__Instances and Attributes \

. This corpus so far contains only the class annotations
. There is not much in this corpus to learn from

. What would our instances be? What would our
features be?

. If we run parts of ANNIE over the corpus, then we can
use:
e Sentence annotations for instances

* Token features for attributes

. We can also use the feature generation PRs, which
require tokens
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Making the Application

. Load ANNIE

. We only want tokens and some basic features so
remove the last two PRs from the pipeline
— ANNIE NE Transducer

— ANNE Orthomatcher

. Check that the document reset PR's setsToKeep
parameter includes “Key”!
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Annotation Set Transfer GATE

* The Learning Framework expects all class and feature
annotations to be in the same set

* ANNIE puts annotations in the default set

* So we need to copy the sentences from Key into the default
set

* (We could have ANNIE output to “Key” but it would be a lot
more hassle, and “Key” should be reserved for manual
annotations really)

* We can use the Annotation Set Transfer PR to do this

* However, ANNIE also makes sentence annotations! To avoid
confusion, we'll call these gold standard sentences something
different
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Annotation Set Transfer

® GATE Developer 8.2-SNAPSHOT build 5490

File Options Tools

& @ DI

Help

v (3 caTe
v %Apptications
ANNIE

A @ Language Resources
@ usher-frxml_0001F
@ usher-en.xml_0001E
@ twain-de xml_0001D)
&7 testxml_00013
& test
"' training

A #’ Processing Resources
\a, Annotation Set Tran
A % ANNEE OrthoMatche
% ANNIE NE Transduce,

B ~nniePOS Tagger

&% ANNIE Sentence Spll
@ ANNEE Gazetteer

k., ANNIE English Toker

gate.app.MetadatallRL

gate.guiicon

Ll

Resource Features

4

Views built!

& & 4

Messages| ANNIE i | testxml_00013 &7

- Loaded Processing resources - Selected Processing resources

Mame | Type ! |MName | Type

%E AMNMIE ME Transducer |AMMIE ME Transducer
2 ; AMNIE OrthoMatcherANMIE OrthoMatcher

Document Reset P
AMMIE English Toke
AMMIE Gazetteer

AMMIE Sentence Sp
AMMIE POS Tagger

.|§ Document Reset PR
& ANNIE English Tokeniser

»
X

.. Annotation Set Tra

A i 1 3 4 [ 1 3

« >

- Run "Annotation Sek Transfer 00012"7

Qs @® @ro O

JIFvalue of Feature () [ is |

Corpus: |=none= _—

- Runtime Parameters for the "Annotation Set Transfer 00012" Annotation Set TransFer:

|Name || Type  ||Required ||Value
{2 annotationTypes Arrayliskt ‘[Sentence=tr5ent] ‘//
= {2 copyAnnotations Boolean [+ |true <*f7777777777777777

" inputASName

String

d Il
- ||/ {2 outputasname String |
{2) tagAsName Skring |OriginaLrnarkups
{7) textTagName String |

{2) transferallUnlessFound|Boolean [+ |true

4

| Run this Application |

Serial Application Editor | Initialisation Parameters | About...

Create an Annotation
Set Transfer PR (if
you can't find it,
perhaps you forgot to
load the Tools plugin)

Add it to your
application

“=" notation in the
copyAnnotations
parameter allows us
to rename the
annotation type

Be sure to
“copyAnnotations”!!!!
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Feature Generation PRs

ANNIE | &7 twain-de.xml_00...

— - Selected Processing resources
| I MName
sdu @ @ Document Reset PR Docun
itch @ﬁ-_-,mqu English Tokeniser ANNIE
@ & ANNIE Gazetteer ANNIE
)), @ﬁ ANNIE Sentence Splitter ANMIE ¢
| ® AnniE POS Tagger ANNIE| —
<< @ Q\._ Annotation Set Transfer 00029Annot ¢
O Q%, LF_GenFeatures Affixes 0001A|LF_Ge
O Q&. LF_GenFeatures_Misc 0001B |LF_Ge
] (4] I | [»]
ure O | | is |

atures Misc 0001B" LF GenFeatures Misc:

Create and add

LF _GenFeatures Affixes
and

LF GenFeatures Misc
PRs to the application
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Affix Feature Generation Parameters GATE

* The PR generates features that are the first or last few
characters, because these are often good features. “ing” for
example can be good for part of speech tagging

* genPrefixes/genSuffixes — do we want to generate prefixes,
suffixes or both?

* inputASName — which annotation set is the annotation in
that we want to put features on? We want to put them on
“Token”, which ANNIE will generate for us in the default
annotation set

* instanceType — the annotation type to put the affixes on

* mapToUpper — do we want to normalize case?
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Affix Feature Generation Parameters GATE

* Affixes will be generated for all lengths within the range
indicated by maxSuffixLength and minSuffixLength, likewise
maxPrefixLength and minPrefixLength. However the
maximum affix length is limited by
minNonSuffixLength/minNonPrefixLength, which makes
sure you don't consider too much of the word to be affix
(“sing” for example is unlikely to be a present participle

(1Pl

because “s” is an unlikely verb)

* stringFeature indicates the feature on the instance that
contains the string

* prefixFeatureName and suffixFeatureName indicate what to
call the new features
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Misc. Feature Generation Parameters [GATE

“Word shape” provides an abstraction over the orthography of the word

* Every character in the original word string is mapped to one of the
following:

* any upper case letter is mapped to “A”

* any non-upper case letter is mapped to “a@”
* any numeric digit is mapped to “9”

* all other characters are copied

* So the wordshape for the word “C6-hydroxylation” is “A9-aaaaaaaaaaaaa’

* For the short word shape feature, the same mapping is performed, but
multiple subsequent characters of the same type are all mapped to the
same single output characters.

* So the short wordshape for the word “C6-hydroxylation” is “A9-a”

* We'll use the short word shape here
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Training PR @

* Set the Affixes PR to generate suffixes

* Make a PR for classification training and add it to the
application at the end
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Training PR—Parameters GATE

* algorithmParameters—parameters influencing the algorithm,
documented either in the library's own documentation or LF
documentation on GitHub

* dataDirectory—where to put the model (it will be saved as a
Java object on disk). It should be a directory that already
exists.

* featureSpecURL—The xml file containing the description of
what attributes to use

* inputASName—Input annotation set containing
attributes/class

* instanceType—annotation type to use as instance
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Training PR—Parameters GATE

* scaleFeatures—use a feature scaling method for
preparation? Some algorithms prefer features of similar
magnitude (advanced)

* sequenceSpan—for sequence classifiers only. We'll look at
this in the context of chunking

* targetFeature—which feature on the instance annotation
Indicates the class

* trainingAlgorithm—which algorithm to use
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Feature Specification GATE

<ML-CONF1G> * This file is in your hands-on

<NGRAM> materials

<NUMBER>1</NUMBER>

<TYPE>Token</TYPE> . . . .

SFEATURE>vordshapeShor </ FEATURE> * Feature specification indicates
which features we are going to

<NGRAM>

<NUMBER>1</NUMBER> u Se

<TYPE>Token</TYPE>

<FEATURE>suf2</FEATURE> .

</NGRAM> * This one uses the word shape

NeRA o eme and suffixes of every token in

< >Token</ >

CPEATURD>GuE 34/ PEATURE> the sentence

</NGRAM> .

SO * What else might be useful for

SrYPEaok ot/ TYER identifying the language a

e Suld</FERTURE> sentence is written in?

</ML-CONFIG>
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Algorithms GATE

* Two libraries are fully integrated; Mallet (providing many
algorithms) and and LibSVM (support vector machine)

* Other libraries require a separate download due to licensing
reasons. It is easy to do.

* Costcla, Keras, Pytorch, Scikit Learn and Weka
* Where to start?

* SVM is good but you must tune it properly
* Decision trees can be interesting to read

* (Weka wrapper—Random Forest is good)
* CREF is good for chunking

* Try a few and see for yourself!
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Algorithm Name Codes GATE

« SEQvs CL

* SEQ means it's a sequence algorithm (it classifies a whole
sequence of instances as a unit)—more about this later

* MRvs DR

* GATE's main contribution to ML is the feature creation—
running the app on the corpus to create data the ML can use

* After that, it just passes the whole corpus representation to
the learning algorithm, and learning begins

* Different algorithms want different representations

* “MR"is a corpus in Mallet format, which is sparse (more
about this later) and held in RAM

* “DR”is dense, and is stored on disk
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Set parameters for training @

* Be sure to set the dataDirectory to a place you can store
your trained model; perhaps the hands-on folder for this
classification exercise?

* Unlike the evaluation PR, training creates a persistent
model on disk that you can reuse later

* The application PR will use the model it finds there
* You need to set the targetFeature to “lang” (why?)
* For algorithm, let's try LibSVM

* Set the feature spec URL to point to the feature XML file
“classification-features.xml” in your hands on materials

* instanceType should be whatever you created with your AST
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Training Classification

. GATE Developer 8.5-SNAPSHOT build ee930e5

File Options Tools Help

=)

| GATE
9 #Applications

‘ ANNIE

T I& Language Resources
@ usher-fr.xml_00010

&7 test.xml_0000D
& test
& training

@ -ﬁ' Processing Resources|

‘\, LF_TrainClassificati

@ usher-en.xml_0000R

@ twain-de.xml_0000E

‘\, LF_ApplyClassificat| |

= ;h &7 test.xml_0000D m ANNIE r &7 twain-de.xml_00... |

Loaded Processing resources ——————————
Type

Name

- Selected Processing resources

%E ANNIE NE Transducer

ANNIE NE Trar

22 ANNIE OrthoMatcher ANNIE Orth

%. LF_ApplyClassification 0002BLF_ApplyClas:

L Name
ﬁ ﬁ ANNIE Gazetteer ANNIE Z
oM ?“ ANNIE Sentence Splitter ANNIE
@“‘ ANNIE POS Tagger ANNIE
({ @ ‘\, Annotation Set Transfer 00029 Annoti=
@ ‘\, LF_GenFeatures_Affixes 0001A|LF_Ger
g ‘\, LF_GenFeatures_Misc 0001B |LF_Ger_]

-
-

[v]

=

rainClassitication

°NoD

o If value of feature

Run "LF_
@Yes@'

O |

Jis |

Corpus: ‘f training

‘v‘

Runtime Parameters for the "LF_TrainClassification 0002A" LF_TrainClassification:

Resource Features

q, , Name Type Required
. Annotation Set Tra
q <?) algorithmParameters |String
. LF_GenFeatures_M
(?} dataDirectory URL / file:/home/genevieve/svn/sale/talks/gate-course-jun
‘\, LF_GenFeatures_Af]
3_3:3 ANNIE OrthoMatche— (?} featureSpecURL URL / file:/home/genevieve/svn/sale/talks/gate-course-jun
1|’ _________ Il | [»] (?) inputASName String
gate.app.MetadataURL (?) instanceType String / trSent
(?) instanceWeightFeature|String
gate.gui.icon
<?> scaleFeatures ScalingMethod / NONE
M (?} sequenceSpan String
(?) targetFeature String lang

AlgorithmClass

(?) trainingAlgorithm

ification

LibSVM_CL_MR

<] i

]

[v]

ANNIE run in 0.492 seconds

| Run this Application |

Serial Application Editor L Initialisation Parameters LAbnut... |

Be sure to
choose the
right corpus for
training

Go ahead and
train your
model!
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Training a model

* Switch to the messages pane so you can see the output

* Did it look like it worked? Can you find where it tells you
what classes you have and how many features? Does it
look right to you?
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Classification Application

e Switch off the training PR

* You can also switch off the Annotation Set Transfer

* We don't need the right answers at application time!

* They can stay where they are, in Key, and we'll use them
to compare with our new ML annotations later

- e rerewsuu
.(( .‘ %, LF_GenFea
‘ %, LF_GenFea
'; q\a LF_TrainCl:

4] Il

Turn Off PR Wlth — Run "LF TrainClassification 00017"?

if value of feature ' |

’ {,‘-Yea@ ONGD g

traffic lights

_ Corpus: |4& train

Runtime Parameters for the "LF_TrainClassification 00017" LF TrainClass

_ Name Type Required
(?) algorithmParameters |String
(?) dataDirectory URL / file:/homey/qg
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Classification Application GATE

* Create and add an application PR
* Many of the parameters are the same as for the training PR
* outputASName indicates where the final answers will go

* [f you set it blank, the classes will go back onto the instances

* [f you're applying to a test set, this may overwrite your class
feature! So be careful! Though in our case, the class is in Key

* The default of “LearningFramework” is fine
* SetinstanceType

* At training time, we learned from the Key annotations

* At application time, we can just classify the sentences that
ANNIE found for us

* So what do you think instanceType should be?
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Classification Application @

* You can set dataDirectory as previously, so it can find the
model you just trained

* targetFeature needs to be the same as the one in the Key
set, so that when we evaluate it matches

* confidenceThreshold allows you to set a threshold for how
certain the model needs to be to assign a class. For a well
tuned model it shouldn't be necessary. It's more relevant for
problems such as finding named entities (more on that
later). So we'll leave it blank
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Applying a model

. GATE Developer 8.5-SNAPSHOT build ee930e5

&/ 2] w (@ [# Make sure

& cate = [ﬁ’ & test.xml_0000D mANNIE r@twain-de.xml_oo... | you have

¢ #Applications |lr Loaded Processing resources ——— - Selected Processing resources
‘ANNIE : Name Type Name I t d
%= ANNIE NE TransducerANNIE NE Transducer #® ANNIE Sentence Splitter ANNIE | | Se eC e

'S l& Language Resources

A 2 ANNIE OrthoMatcher |ANNIE OrthoMatcher ‘® ANNIE POS Tagger ANMIE

@ usher-fr.xml_00010

2 the test
LF_GenFeatures_Affixes 0001A |LF_Ger
%. LF_GenFeatures Misc 0001E |LF_Ger CO rp u S

'“\, LF_TrainClassification 0002A |LF_Tra

'“\, Annotation Set Transfer 00029Annoti—

@ usher-en.xml_0000F

@ twain-de.xml_0000H

67 test.xml_0000D
& test
46 training

e -ﬁ' Processing Resources|

%. LF_ApplyClassification 0002B |LF_App .|

' = Go ahead

30002@00@-

Run LF_ApplyClassification 0002B"?

%, LF_ApplyClassificat [@ Yes ® ° No C | If value of feature | |is | | a n d ru n th e
‘\, LF_TrainClassificati Corpus: “)‘ test ‘v‘
%, Annotation Set Tra Runtime Parameters for the "LF_AppIy.CIassification 0002B" LF_ApplyClassification: I . t- '
%, LF_GenFeatures_Mi rame Type Required Yolue a pp ICa Ion "
: - - 3 (?) algorithmParameters|String
?’a_ LF_GenFeatures Af (?) confidenceThreshold [Double / 0.0
a'a ANNIE OrthclMatchs: : (7) dataDirecto URL / file:/home/genevieve/svn/saleftalks/gate-course-junl8/module-5-ml/cla
4] Il I [*] . v
= (?) inputASName String
gate.app-MetadatauRL | v, (?} instanceType String / Sentence
gate.gui.icon Y| <?) outputASName String LearningFramework
- (?} sequenceSpan String
: (?) serverUrl String
(?) targetFeature String lang
q] Il I
Resource Features ’7 | Run this Application |

L] [» Serial Application Editor Llnitialisation Parameters LAbout... |

ANNIE run in 0.492 seconds
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Examining classification results
using Corpus QA



University of Sheffield, NLP |
Evaluating Classification GATE

* Accuracy is a simple statistic that describes how many of the
instances were correctly classified

* But what constitutes a good figure? 95%

* What if 99% of your instances are the majority class? You
could get an accuracy of 99% whilst completely failing to
separate the classes and identify any of the minority class
iInstances at all!

* Kappa metrics provide a measure of the statistical
independence of your result from the actual right answers

* Accuracy is a useful metric for parameter tuning but tells you
little about how well your system is performing at its task
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Corpus QA for classification

: GATE Developer 8.5-SNAPSHOT build ee930e5

File Options Tools Help

* In the Corpus
G GaTE B & test.xml_0000D mANNIE | & twain-de.xml_00... | & test | QA tab, SeIeCt

T ﬁAPP"CEtiUHS [ Document statistics | Confusion Matrices |

i
@ 4 sl @ .
‘ ANNIE : Document |AgreedTotal Observed agreement Cohen's Kappa : B4 a n n Otatl O n
‘|lltest.xml_oooop |270 328 |0.82 0.57 : -
i = :|Annotation Sets A/Key & B/Response
7 038 Language Resources |[Macro summary 0.8200 0.5700 |Default seti Y P
&7 usherfr.xml_00010 Micro summary [270 (328 [0.8232 0.5739 Key (A) SetS to
& usher-en.xml 0000F : ‘|LearningFramework (B)
== - 1 | :|loriginal markups
@ twain-de.xml_0000H : COl I I pa re y
& test.xml_0000D i :| [l present in every document
= i H .
- § ‘|{Annotation Types t t
test i H
H | instance type

46 training : ;i
T -& Processing Resources a n d Cl aSS

‘\, LF_ApplyClassificat| |

(\' LF_TrainClassificati [ ] present in every selected set fe atu re a n d
:\7 . §§ ‘|Annotation Features
. Annotation Set Tra i H lang
. LF_GonFeatures | | choose both
:|LF_target
‘\, LF_GenFeatures_Af| |: B

A o ANNIE OrthoMatche ag reement

] i [ T | [l present in every selected type

e T

= and a kappa

F-S5core | Classification
L] L]
| P statistic

:||Pi's Kappa

op— e Click on
T | | “Compare”

] Ml I D |L Corpus editor Llnitialisation Parameters LCnrpus Quality Assurance |

Views built!
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Classification metrics @

* What do you think about this result? Not bad?

* What do you think of this kappa statistic? (A kappa of over
0.5 is considered good, and over 0.8 excellent.)
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Confusion matrices GATE

* Often you can learn a lot about what might be improved by
looking at the kind of mistakes your classifier is making

* A confusion matrix shows you which types tend to get
confused with which other types
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Confusion Matrices

* Confusion matrices are available on the next tab (at the top
of the screen)

* What do you think about the misclassifications?

|/ Document statistics | Confusion Matrices [

Whole corpus

Ay B de |en|fr
llde 2170 [0
llen 35 [a3[0

[llFr 20 (3 (10
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Classification Evaluation GATE

* ltis not bad, but it is bad at French, and seems biased
toward classifying as German

* Maybe we can improve this

* |t would be easier to try different things using holdout or
cross validation approaches, which would automate the
process of splitting, training and testing
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Classification using the Evaluation
PR



University of Sheffield, NLP |
Classification Evaluation PR GATE

* This implements holdout and n-fold cross validation
evaluation

* [t will split, train and test, and give you an accuracy figure

* It does not create persistent annotations on the corpus that
can be examined

* It does not provide a kappa statistic
* However it is a fast way to tune parameters

* We can later return to separate training and application,
once we have improved our parameters
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Making the Application

: GATE Developer 8.5-SNAPSHOT build eeS30e5

== File Options Tools Help
G

= (Messages r.\@?test.xml_OOOOD mANNIE r@twain-de.xml_oo... rf test |

Loaded Processing resources ———————| r Selected Processing resources
Name Type Name
%E ANNIE NE TransducerANNIE NE Transducer (\. Annotation Set Transfer 00029 |Annota| 4|

1
! GATE 3

4 # Applications

‘ANNIE

? I@ Language Resources

2.::: ANMNIE OrthoMatcher ANNIE OrthoMatcher LF_GenFeatures_Affixes 0001A |LF_Gen

her-fr.xml_00010 :
& usher-fr.xml_ LF_GenFeatures Misc 0001B  |LF_Gen

S,

s *Create and add
z, LF_TrainClassification 0002A LF_Trai

s

@ usher-en.xml_0000F

@twain-de.xml_OOOOE

LF_ApplyClassification 00028  |[LF_Appl a ClaSS|f|Cat|On

LF_EvaluateClassification 00... |LF_Evali_]

- | — D> | evaluation PR
. [@Yesé} °NnO __ Ifvalue of feature O | is | | .We'” need the

&7 test.xml_0000D
& test
4 training
¢ -ﬁ' Processing Resources|

-90000e-

%, LF_EvaluateClassifi Corpus: “7 training ‘v‘ .
LF_ApplyClassificat Runtime Parameters for the "LF_EvaluateClassification 00030" LF_EvaluateClassification: a n n Otatl O n Set
Name Type Required

LF_TrainClassificati
(?) algorithmParameters |String —

(?) classAnnotationType |[String tra n Sfe r too !
(?) evaluationMethod EvaluationMethod CROSSVALIDATION ° ( B ut n Ot th e

LF_GenFeatures_M

S,
.
‘\, Annotation Set Tra
S,
S,

LF_GenFeatures_Af

. <7> featureSpecURL URL / file:fhome/genevieve/svn/sale/talks/gate-course-junlg
Aja) o
2 ANNIE OrthoMatche R .
| [ impucasome st application PR)
1,, ll L] (?) instanceType String / trsent
gate.app.MetadataURL (?) instanceWeightFeature|String 3
. (?) numberOffolds Integer 10
gate.gui.icon
(?) numberOfRepeats Integer 1
(?) scaleFeatures ScalingMethod / NONE
(?) sequenceSpan String
(?) targetFeature String lang
(?) trainingAlgorithm AlgorithmClassification LibSVM_CL_MR
<?> trainingFraction Double 0.6667 =
] Il I [+
Run this Application
Resource Features ’7 | A |
] [»] ;|'_Serial Application Editor Llnitialisation Parameters LAbout... |

ANNIE run in 8.239 seconds
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Evaluation PR—Parameters GATE

* We have already introduced some of the parameters, but this
PR has several new ones

* classAnnotationType—the annotation type to use as target for
chunking®. Leave blank to indicate classification

 evaluationMethod—Cross-validation or hold-out

* featureSpecURL—As previously, the xml file containing the
feature specification

* inputASName—Input annotation set containing attributes/class
(we have everything in the default annotation set)

* instanceType—annotation type to use as instance (whatever
you set your AST to create)

*Why would you evaluate chunking using the classification evaluation PR? I'll tell you later!
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Evaluation PR—Parameters GATE

* numberOfFolds—number of folds for cross-validation
* numberOfRepeats—number of repeats for hold-out

* targetFeature—for classification only, which feature on the
instance annotation (not classAnnotationType!) indicates the
class? To indicate chunking, you would leave this blank

* trainingAlgorithm—which algorithm to use

* trainingFraction—for hold-out evaluation, what fraction to
train on?
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More operations—Evaluation @

* Two evaluation modes are provided; CROSSVALIDATION
and HOLDOUT

* These wrap the evaluation implementation provided by the
machine learning library for that algorithm
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Setting the parameters GATE

* Now set the parameters of the evaluation PR

* classAnnotationType MUST be left blank, to indicate that we are
running a classification problem

* featureSpecURL should point to the feature file

* instanceType is the annotation type we created when we copied
our training sentences over from the Key set

* The more folds you use, the better your result will be, because
your training portion is larger, but it will take longer to run—10 is
common

* targetFeature is the feature containing the class we want to learn
—what will that be?

* Let's try the LibSVM algorithm!
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Running the application

® GATE Developer 8.2-SNAPSHOT build 5428

File Options Help

& & vk @ & 4

v @ catE

v ??ADpLications
LEIN

v @ Language Resources

& testxml 00017

@ usher-frxml_00016
@7 usher-enxml_00015
5@’ twain-de xml_00014
#& testing

“ training

v ﬁ' Processing Resources
\_ LF_EvaluateClassifi

&_ Annotation Sek Tran

4 A ANNIE OrthoMacche

e ANNIE NE Transduce
@ AnnE Pos Tagger
& AMNIE Sentence Spl.

Messages | ANNIE *

noW'= 374, BV =372 o
*

optimization finished, #iter=142
nu=00922077922077922

obj=-235.34212857484818, rho = -0.005206257104873657
NSV = 284, NBSV = 284

Total nSv = 284

*

optimization finished, #iter=141
nu=009185667752442996

obj=-235.98721188306808, rho = -0.11881273284909058
sV = 282, NBSV = 282

Total nSv =282

*

optimization finished, #iter =144
nu=0.09381107491856677

obj =-238.12286031246185, rho = 0.04405862092971802
ns\/= 288, nBSW = 288

Total nSv =288

*

optimization finished, #iter =144
nu=0.9381107421856677

obj=-240.79184079170227, rho = 0.038223445415496826
nsW = 288, nBSW = 288

TotalnSv =288

*

optimization finished, #iter=141
nu=0.91856567752442996
obj=-236.0883041024208, rho = -0.03953072428703308

NS\ = 282, nBSY = 282
Total nsv = 282

®

optimization finished, #iter=174

nu=0.90625

obj=-283.79928064346313, rho = 0.014616966247558594

nsV =348, nBSW = 348

Total nsv =602

LearningFramework: Evaluation complete! ~
EvaluationResultCldval{accuracy=0.9481417458945549,nrFolds=10,stratified=true} ‘ ‘

Max Log Size (chars) | 80,000 > [ append To

* Now run the PR (on the training corpus)

* If you switch to the messages pane, before running the application by right clicking on the application in the resources pane,
you can see the output as it appears

* (The result is a little better than with the separate PR because the training data is more homogeneous)
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Classification Exercises GATE

* Now see if you can improve your result

 |deas:

* Try different algorithms (not the wrappers or the SEQ ones.
Note that C45 takes longer to run)

* For SVM, it's important to tune cost. Cost is the penalty attached
to misclassification. A high cost could result in an overfitted
model (it just memorised the training data and may be unable to
generalize) but a low cost might mean that it didn't really try to
learn! In “algorithmParameters” you can set a different cost like
this: “-c 2” or any number you want. The default cost is 1.

* Add new features
* Where to get help:

https://gatenlp.github.io/gateplugin-LearningFramework/
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