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Abstract

This paper describes the algorithms and linguistic
features used in our participating system for the opin-
ion analysis pilot task at NTCIR-6. It presents and dis-
cusses the results of our system on the opinion analysis
task. It also presents our experiments of opinion anal-
ysis on the two corpora MPQA and NTCIR-6, by us-
ing our learning based system. Our system was base
on the SVM learning. It achieved state of the art re-
sults on the MPQA corpus for the two problems, opin-
ionated sentence recognition and opinion holder ex-
traction. The results using the NTCIR-6 English cor-
pus for both training and testing are certainly among
the first ones. Our results on the opinionated sen-
tence recognition sub-task of the NTCIR-6 were en-
couraging. The results on the English evaluation of
the NTCIR-6 opinion analysis task were obtained from
the models learned from the MPQA corpus. The lower
results on the NTCIR-6 opinion holder extraction sub-
task, in comparison with those using each corpus for
both training and testing, may possibly show that there
exist substantial differences between the MPQA cor-
pus and the NTCIR-6 English corpus.

1 Introduction

With the rapid expansion of internet into almost ev-
ery area of the society, we are able to express opinions
about many interesting and/or useful topics (such as
commercial products and cultural and political topics)
through internet. Actually there are a huge amount
of opinions available on-line (such as product reviews
from customers, personal comments of on-line news,
and on-line community forum and Blogs), and is in-
creasing rapidly. Most of the on-line opinions are the
free texts in different languages. Opinion analysis or
mining would be very helpful for improving services
in business and government and other areas. Man-
ual analysis of the on-line free-text opinions is very
time-consuming and slow. Therefore automatic opin-
ion analysis of free-text opinions is desired.

Opinion analysis is an active research topic in data

mining and knowledge discovery. So far mainly two
strategies have been pursued in opinion analysis. One
is based on the linguistic knowledge about subjective
language. The first step of this strategy is to obtain
a subjective word list by collecting manually or au-
tomatically from corpus or/and thesaurus. The word
list then is used for performing a variety of opinion
analysis tasks on text. Two exemplary works using
the strategy were [12] and [4] on English and Chi-
nese, respectively. Another strategy is applying ma-
chine learning method, incorporating with linguistic
features, to some concrete opinion analysis task. [1]
used the conditional random fields for extracting opin-
ion sources, which also showed that both the linguistic
feature deduced from a subjective word list and the
syntactic features were useful. [9] used the support
vector machines (SVM) for recognising opinionated
sentences or documents. [8] experimented the SVM
and Naive Bayes algorithms for identifying the per-
spective of an opinionated document. Interestingly [3]
explored one different method of combining the ma-
chine learning and linguistics for opinion analysis. It
first collected the opinion words and the opinion re-
lated frames from the FrameNet corpus, then used a
maximum entropy based method for labeling the se-
mantic roles of opinion related frames in a sentence,
and finally recognised the opinion holder and topic by
mapping semantic roles to them.

This paper describes our participating system for
the opinion analysis pilot task at NTCIR-6 (please re-
fer to the overview paper of this task in this proceed-
ings for the detailed descriptions of the task). Our sys-
tem was based on the SVM, a supervised learning al-
gorithm which achieved state of the art results on many
natural language processing problems. Section 2 de-
scribes the SVM learning for opinion holder extrac-
tion and opinionated sentence recognition, two manda-
tory subtasks of the opinion analysis task at NTCIR-
6. Section 3 presents the experimental results on an-
other opinion analysis corpus MPQA (available from
http://www.cs.pitt.edu/mpqa/) which we obtained be-
fore doing the experiments on the NTCIR-6 corpus.
Section 4 discusses our results of the NTCIR-6 opin-
ion analysis task. Section 5 presents some results us-
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ing the NTCIR-6 English corpus for both training and
testing. Section 6 concludes.

2 Linguistic features and learning algo-
rithm

We used the open-source ANNIE system,
which is part of GATE [2] (available from
http://www.gate.ac.uk/) to process text for ob-
taining a variety of linguistic features. This produced
a number of linguistic features. The features include
token form, capitalization information of words, token
kind, lemma, part-of-speech (POS) tag, semantic
classes from gazetteer lists, and named entity type
according to ANNIE’s rule-based recognizer. Those
features was used as input for the SVM learning.
Different types of linguistic features were used for
different opinion analysis tasks, which we will discuss
later.

We used the binary classification SVM algorithm
for opinion analysis. For a binary classification prob-
lem, the SVM tries to find out a hyperplane in the fea-
ture space which separates the positive training exam-
ples from the negative ones. The SVM classification
hyperplane also has the maximal margin to the training
examples. This makes the SVM classification model
have good generalisation capability. In the follows we
describe our system in detail for the two opinion anal-
ysis tasks, opinionated sentence recognition and opin-
ion holder extraction, respectively.

Theopinionated sentence recognitiontask is about
classifying a sentence as opinionated or not opinion-
ated. Hence it is a sentence classification problem
with only two labels, opinionated or not. Hence the
binary classification SVM learning can be applied to
it directly. For the linguistic features, we used the un-
igram of tokens with two attributes of token, lemma
and POS. In another word, two tokens in a sentence
were regarded as the same term if and only if the two
tokens had the same lemma and POS. We constructed
one feature vector for each sentence with each unique
unigram term of the sentence as one component and
the commonly usedtf ∗ idf value of the term as the
value of the component, wheretf is the frequency of
the term in the sentence andidf is the inverse of the
term frequency in all the sentences in training data.
The feature vector was normalised and then fed into
the SVM algorithm for learning an SVM model as well
as applying the model to test instance.

Theopinion holder extractionis extracting opinion
holder(s) from sentence. An opinion holder may be
just one word or can span several words. We consid-
ered the opinion holder extraction as a special case
of the general information extraction (IE) problem,
where opinion holder was the only information entity
to be extracted. Our SVM based IE system, which was
described in [5], was used for the opinion holder ex-

traction. Our system assumed that an opinion holder
consisted of a single token or several consecutive to-
kens. It learned two SVM models respectively for
identifying the start token and end token of an opin-
ion holder. If an opinion holder has only one token,
the single token was regarded as both the start and end
token of the opinion holder.

Thus our system converted the problem of opinion
holder extraction into two binary classification prob-
lems with respect to the start and end tokens of opin-
ion holder, respectively. A binary SVM model was
learned for each of the two problem. In the applica-
tion of the SVM models, after identifying the start and
end tokens in the testing text, some post-processing
procedure was applied to obtain opinion holders from
the recognised start and end tokens. Basically the post-
processing was applied to the situations where two or
more entities overlapped with each other – it selected
the entity with the highest confidence among the over-
lapped entities.

Note that our system did not use the standard SVM
algorithm. Instead it used the uneven margins SVM,
which often achieved better F-measure score than the
standard SVM on the imbalanced data where the nega-
tive example outnumbered the positive examples. See
[7] for detailed description of the uneven margins
SVM. Our experiments showed that the uneven mar-
gins SVM obtained better results than the standard
SVM on document classification and information ex-
traction (see [7] and [5]).

As for the linguistic features used for the opinion
holder extraction, we used the features obtained
from the ANNIE, such as the token’s lemma,
POS tag, morphological features of word and
entity types as listed above. Moreover, we also
experimented with the features obtained from a
subjective word list and the dependent tree, which
were similar with those used in [1]. In detail, we
used a subjective word list included in the opinion
analysis system OpinionFinder (available from
http://www.cs.pitt.edu/mpqa/opinionfinderrelease/).
The word list contained 636 subjective words with
the POS tags from two separated sources (see [11]).
In order to obtain the syntactic features, the text
was first processed by the parser Minipar (available
at http://www.cs.ualberta.ca/ lindek/minipar.htm) to
obtain the syntactic dependent relations between
words. Then syntactic chunks were identified and
grouped from the dependent tree, each of which
consisted of a head word and all the child words of
the head word. Finally the following four types of
features were deduced for each wordw and used in
our system.

• the syntactic role of the wordt in the chunk where
w is a child word;

• whetherw’s parent chunk has an opinion word;



• whether the chunk in which the wordt is the head
word is an argument of its parent chunk;

• whethert has at least one child word and all its
child words are in one (right or left) side oft in
the sentence.

In the following section we will see that those lexi-
cal and syntactic features are indeed useful for opinion
holder extraction.

3 Experiments on MPQA corpus

The first set of experiments on opinion analy-
sis we carried out were on the Multi-Perspective
Question Answering (MPQA) corpus (available at
http://www.cs.pitt.edu/mpqa/databaserelease/) [13] ,
partly for the preparation of our system for the opin-
ion analysis task at NTCIR-6. The MPQA corpus
has been used as experimental data by many previ-
ous researches of opinion analysis. The corpus con-
sists of 535 news articles from 187 different foreign
and U.S. news sources. The corpus was manually
annotated with a variety of subjective information,
such as subjective expression, objective speech event
and agent. The annotations were at expression (sub-
sentence) level. The subjective annotations at sentence
level can be derived from the low level annotations.

Since we wanted to run experiments at sentence
level, we adopted the method described in [10] to ob-
tained subjective sentence from the original MPQA
annotations, which basically considered a sentence as
subjective if the sentence contained one subjective an-
notation and the intensity of the annotation was not
low. Then we defined the opinion holder(s) as the
agent(s) in a subjective sentence. Once we had the
opinionated sentences and opinion holders, we can
evaluate our sentence level opinion analysis system on
the corpus. In the experiments described in this sec-
tion, 360 documents were selected from the MPQA
corpus as training data and the other 175 documents
were used for testing. The results presented in this
section were obtained by using the evaluation tools of
the GATE, which compared the annotations created by
the system with the golden standard one and outputted
the overall F-measures and the results per document.

Table 1 presents the results of our opinionated sen-
tence recognition experiments on the MPQA corpus.
Our results are quite similar with the previous results
on the same corpus presented in e.g. [10] and [9].
Note that our experiments used only the lemma and
POS tags of tokens in a sentence, which were less and
simpler than the features used in the previous works.
The table also presents the results of the standard SVM
and the uneven margins SVM. We can see that uneven
margins SVM resulted in somewhat lower precision
but much higher recall and higherF1.

Table 1. The F-measure results of opin-
ionated sentence recognition on MPQA
corpus by using the standard SVM ( τ =

1.0) and the uneven margins SVM ( τ =

0.5), respectively. τ is the uneven mar-
gins parameter.

τ Precision Recall F1

1.0 0.754 0.772 0.763
0.5 0.678 0.914 0.779

Table 2 presents the results of opinion holder ex-
traction on the MPQA corpus. Our results are compa-
rable to the previous results on the same corpus pre-
sented in [1]. Our experiment used the lemma and
POS tag of the token and the subjective word feature
and syntactic features, as described in Section 2. The
previous work in [1] used more linguistic features than
ours.

Table 2. The F-measure results of opinion
holder extraction on MPQA corpus by us-
ing the uneven margins SVM ( τ = 0.5).

Precision Recall F1

0.676 0.560 0.613

Table 3 compares the results between different
combination of linguistic features. We can see that the
syntactic features derived from dependent tree were
useful for identifying opinion holder. The capitalisa-
tion information and named entity types about token
were not as helpful as for the general information ex-
traction (see e.g. [5]). The feature from a subjective
word list was somewhat useful on its own.

Table 3. Comparisons of the precision
(P), recall (R) and F1 for different combi-
nations of the token’s linguistic features,
such as lemma (L), POS (P), capitalisa-
tion information (C), named entity infor-
mation (E), subjective word list (Sub),
and syntactic features (Syn).

L+P L+P L+P L+P L+P
+C +E +Sub +Sub+Syn

P 0.604 0.607 0.607 0.624 0.676
R 0.552 0.550 0.554 0.548 0.560
F1 0.577 0.577 0.579 0.583 0.613



4 Results on the opinion analysis task at
NTCIR-6

We has participated the opinion analysis pilot task
at NTCIR-6. We applied our opinion analysis system
described above to the English and Chinese corpora of
the task. In the follows we explain the training data
we used for our system and discuss the results of our
submitted runs.

First note that all the results presented in this sec-
tion were obtained by using the evaluation scripts cre-
ated by the task organisers. All the results were re-
leased by the organisers, except the opinion holder ex-
traction results of the run Gate-2 which we obtained
by using the evaluation script released by the task or-
ganisers of English evaluation.

For theChinese corpusour system participated in
two sub-tasks, opinionated sentence recognition and
opinion holder extraction. The only training data our
systems used were the annotated Chinese documents
of the four topics released by the organisers before re-
leasing the formal evaluation data. We submitted two
runs. The run GATE-1 used the so-called lenient an-
notations on which two of the three annotators agreed.
Another run GATE-2 used the strict annotations on
which all the three annotators agreed.

We first segmented every Chinese sentence into a
sequence of Chinese words using our Chinese word
segmenting system [6]. We then regarded Chinese
words as being equivalent to the tokens in English and
implemented the learning algorithm described in Sec-
tion 2 on the Chinese data for the two sub-tasks. How-
ever, it is worth noting that, unlike the English data
for which we used other linguistic features besides the
token form, we used the word form as the only fea-
ture for the Chinese evaluation. For the opinionated
sentence recognition we formed a feature vector for
one sentence of which each component corresponded
to one unique Chinese word and the value of the com-
ponent wastf ∗ idf . We converted the opinion holder
extraction into two binary classification problems –
recognising the first and last Chinese words of an opin-
ion holder.

Table 4 presents our results on the Chinese corpus.
The Gate-1’1 results on opinionated sentence recog-
nition were among the best ones. But the results on
the opinion holder extraction were quite low in com-
parison to the best one. However, it is worth noting
that the results from different participants may not be
comparable to each other, because they may use differ-
ent material for developing or training their systems.
Comparing our two runs, the Gate-1 achieved higher
F1 than the Gate-2 for the lenient measure, while the
Gate-2 obtained betterF1 than the Gate-1 for the strict
measure. That was consistent with the training pro-
cedures of the two runs — as said above, the Gate-1
was trained by lenient annotations and the Gate-2 was

trained by using the strict annotations.
For theEnglish corpus, the whole MPQA corpus

was used for training our system. We also submitted
two runs. The Gate-1 run was the direct application
of the learned models from the MPQA corpus to the
NTCIR-6 English corpus. In the Gate-2 run we post-
processed the opinion holder results of the Gate-1 run.
The post-processing procedure had two steps. First we
found out all the noun chunks (NPs) of the sentences
using an NP recogniser. Then we matched the opinion
holders identified by our system to the noun chunks.
If the text of an opinion holder was a part of an NP,
we replaced the opinion holder with the NP as opinion
holder, as we believed that an opinion holder should
be an NP. However if an opinion holder contained an
NP already, we did not made any change on it.

Table 5 presents the results of our two submitted
runs on the English corpus. As said earlier, the opin-
ion holder extraction results of the Gate-2 were ob-
tained by us using the evaluation script released by
the task organisers1. The Gate-2 obtained slightly bet-
ter results than the Gate-1 for the opinion holder ex-
traction, showing that our post-processing using NP
chunks was helpful.

In comparison with the results on the MPQA corpus
discussed in Section 3, the results on the NTCIR-6 cor-
pus were quite low, especially for the opinion holder
extraction. Since we used the same learning algorithm
and the same linguistic features and applied the mod-
els learned from the MPQA corpus, we suspected that
the lower F-measures on the NTCIR-6 English corpus
may be due to the differences between the two cor-
pora, including the different annotation schemes and
different sources of documents. We have done the ex-
periments by using the NTCIR-6 English corpus for
both training and testing. We will present those exper-
imental results in next section.

We also participated the relevance judgment sub-
task of the English corpus, which made a decision
for each sentence of a document whether or not the
sentence was relevant to the topic that the document
belonged to. Our method for the relevance judgment
was quite simple — we first constructed a normalised
tf ∗ idf feature vector for each topic description, then
assessed the correlation between the sentence and the
topic by computing the inner product between the
topic’s feature vector and the sentence’s feature vec-
tor, and finally made a judgment by comparing the in-
ner product against a pre-defined threshold (which was
simply set as0.02 in our submitted runs) — the sen-

1While running the evaluation script on our submission Gate-2,
the script asked us 69 questions for our judgments on the matches
of the extracted opinion holders and the sentences. We did not make
any judgment and answer all the questions with “N”, meaning that
we may missed some correct matches of those the evaluation script
asked us for manual judgment. Hence, the results for the opinion
holder extraction of the Gate-2 listed in this paper may be a bit lower
than the true ones.



Table 4. Results on the NTCIR-6 Chinese corpus of our two subm itted runs for the opinion-
ated sentence recognition (OS) and opinion holder extracti on (OP) sub-tasks.

Sub-tasks Runs Lenient Strict
P R F1 P R F1

OS Gate-1 0.643 0.933 0.762 0.253 0.979 0.402
Gate-2 0.746 0.591 0.659 0.330 0.696 0.448

OH Gate-1 0.427 0.154 0.227 0.419 0.156 0.227
Gate-2 0.373 0.046 0.082 0.368 0.052 0.091

Table 5. Results on the NTCIR-6 English corpus of our two subm itted runs for the opinionated
sentence recognition (OS) and opinion holder extraction (O P) sub-tasks.

Sub-tasks Runs Lenient Strict
P R F1 P R F1

OS Gate-1 0.324 0.905 0.477 0.070 0.940 0.130
Gate-2 0.324 0.905 0.477 0.070 0.940 0.130

OH Gate-1 0.121 0.349 0.180 0.029 0.398 0.055
Gate-2 0.125 0.359 0.185 0.031 0.414 0.057

tence was regarded as being relevant to the topic if the
inner product between their feature vectors was bigger
than the threshold. Table 6 presents the results of the
run Gate-1 (another run Gate-2 had the same results).
The results were not particularly good. As we applied
a simple method, the results can certainly be improved
by using more complicated techniques and features.

Table 6. The results of the sentence rel-
evance sub-task on the NTCIR-6 English
corpus for the run Gate-1.

Precision Recall F1

Lenient 0.286 0.632 0.393
Strict 0.112 0.579 0.188

5 Using the NTCIR-6 English corpus for
both training and testing

As discussed earlier, we applied the models learned
from the MPQA corpus to the NTCIR-6 English cor-
pus. The results obtained so far ware quite low re-
sults in comparison with those on the MPQA corpus.
It looked that the models learned from one corpus were
not applicable very well to another. We guessed that
it may be due to the differences between the two cor-
pora, such as different annotation details and different
sources of documents. That motivated us to carry out
some more experiments by using the NTCIR-6 corpus

for both training and testing.

In order to make the results comparable with those
on the MPQA corpus, we computed the results of the
experiments by using the evaluation tool of the GATE,
which we used for obtaining the results of the MPQA
corpus.

To use the GATE evaluation tool, we had to put
the opinion holder annotations, which were in a sep-
arated file from the text in the original NTCIR-6 En-
glish corpus, into the documents using the so-call in-
line markups. In other words, the original English cor-
pus listed all the opinion holder(s) of a sentence in
a separated file and we had to tag each sentence for
its opinion holder(s) in the annotation file. We have
done it only for one of the three annotation files (re-
spectively from three annotators), the annotation file
“OAT2006 formalrunenglisha1.csv”. What we did
was to scan a sentence from left to right to look for
the match between one opinion holder and the text of
the sentence. Once we found out a match, we added
one XML markup tag around the text to tag it as one
opinion holder.

When we were doing this kind of tagging,
we found that there were 212 opinion holders
(among the 2355 opinion holders) in the file
“OAT2006 formalrunenglisha1.csv” which had no
match within the corresponding sentences. We had
checked those non-matches and found that some cases
were caused by the typos in the annotation file or
in the original text, and other cases were due to the
fact that the opinion holder in the annotation file was
a short or summarisation of the opinion holder text



in the sentence, which was allowed according to the
annotation scheme. For each of the non-match cases
we made some necessary changes on the annotation
file so that the opinion holder in the annotation
file was a piece of the text from the document.
We denoted the annotation file with those changes
as “OAT2006formalrunenglisha1 changes.csv”,
which was used as golden standard in all the
experiments presented in this section.

First it was interesting to see how the re-
sults of our submitted run became when using the
GATE evaluation tool and the revised annotation file
“OAT2006 formalrunenglisha1 changes.csv”. Table
7 presents the results of one of our submitted run Gate-
1 for the English corpus, using the GATE evaluation
tool and the revised annotation file. In comparison
with the results computed by the NTCIR-6 evaluation
scripts, the results of the opinionated sentence recogni-
tion became lower, but the results of the opinion holder
extraction was a slightly higher, in particular for the
precision.

Table 7. The F-measure results of the
run Gate-1 computed by using the GATE
evaluation tool and the revised annota-
tion file from the original annotation file
“OAT2006 formalrun english a1.csv”.
OS stands for opinionated sentence
recognition sub-task and OH is for
opinion holder extraction.

Sub-tasks Precision Recall F1

OS 0.293 0.496 0.323
OH 0.175 0.314 0.183

In our main experiments we selected 300 docu-
ments from the NTCIR-6 English corpus as training
data and other 139 documents as testing data. All the
documents had the annotations from the revised anno-
tation file.

Table 8 presents the results of our experiments us-
ing the NTCIR-6 corpus for both training and testing.
Comparing with the results using the MPQA corpus
as training data and the NTCIR-6 corpus as testing
data, we obtained much improved results by using the
NTCIR-6 corpus for training and testing, showing that
there really exist differences between the two corpora,
both of which were designed and created for opinion
analysis. The differences are in the annotation details
as well the sources of the documents. The results listed
in Table 8 were still worse than those using MPQA
corpus for training and testing (presented in Section
3), probably showing that the NTCIR-6 English cor-
pus is harder than the MPQA corpus for a machine
learning based opinion analysis system.

Table 8. The results using the NTCIR-6
English corpus for both training and test-
ing. The 300 documents were selected as
training data and other 139 documents
were as testing data. OS stands for opin-
ionated sentence recognition sub-task
and OH is for opinion holder extraction.

Sub-tasks Precision Recall F1

OS 0.648 0.610 0.628
OH 0.489 0.346 0.405

6 Conclusions

This paper describes the algorithms and linguistic
features used in our participating system for the opin-
ion analysis pilot task at NTCIR-6. It presents and
discusses the results of our system on the English eval-
uation as well the Chinese evaluation of the task. We
used the models learned from the MPQA corpus for
the English evaluation on the NTCIR-6 English cor-
pus. The results we obtained were quite low in com-
parison with those using one corpus for both training
and testing, possibly meaning that there exist substan-
tial differences between the two corpora. Our results
of the opinionated sentence recognition on the Chinese
evaluation were encouraging. But the results of opin-
ion holder extraction were also low, possibly because
of relatively small number of training data used.

The paper also presents the experiments on the two
opinion analysis corpora, the MPQA and the NTCIR-
6 English corpora, by using our SVM based learn-
ing system for opinion analysis. The results on the
MPQA corpus were promising. But the results on the
NTCIR-6 English corpus was not as good as those on
the MPQA corpus, showing that the former was harder
than the latter for a machine learning based opinion
analysis system.

In all, the results of our system on the opinionated
sentence recognition were encouraging, but those on
the opinion holder extraction were not satisfied. Our
system treated the opinion holder extraction as an in-
formation extraction problem and the results we ob-
tained were not as good as those on information ex-
traction. In comparison with the general information
extraction, opinion holder extraction has some unique
features, which we should take into account in order
to achieve good performance. Hence one of our fu-
ture works would investigate the unique features of the
opinion holder extraction.
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