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Abstract. This position paper motivates the need for Semantic Web en-
abled Human Language Technology (HLT) tools and discusses the major
outstanding challenges in this area. It introduces the idea of a “language
loop” and shows how HLT can be used to bridge the gap between the
current web of language and the Semantic Web. We also argue for a closer
integration between HLT and Semantic Web tools and infrastructures.
These challenges are at the core of the research agenda of the upcoming
EU-funded SEKT project?.

1 Introduction

The Semantic Web aims to add a machine tractable, re-purposeable layer to
compliment the existing web of natural language hypertext. In order to realise
this vision, the creation of semantic annotation, the linking of web pages to on-
tologies, and the creation, evolution and interrelation of ontologies must become
automatic or semi-automatic processes.

In the context of new work on distributed computation, Semantic Web Ser-
vices (SWSs) go beyond current services by adding ontologies and formal knowl-
edge to support description, discovery, negotiation, mediation and composition.
This formal knowledge is often strongly related to informal materials. For exam-
ple, a service for multi-media content delivery over broadband networks might
incorporate conceptual indices of the content, so that a smart VCR (such as
next generation TiVO) can reason about programmes to suggest to its owner.
Alternatively, a service for B2B catalogue publication has to translate between
existing semi-structured catalogues and the more formal catalogues required for
SWS purposes. To make these types of services cost-effective we need automatic
knowledge harvesting from all forms of content that contain natural language
text or spoken data.

! nttp://sekt.semanticweb.org. The SEKT partners are: British Telecommunica-
tions Plc.; Empolis GmbH; University of Sheffield; University of Karlsruhe; Jozef
Stefan Institute; Institut fur Informatik der Universitat Innsbruck; Intelligent Soft-
ware Components S. A.; Kea-pro GmbH; Ontoprise GmbH; Sirma AI Ltd; Vrije
Universiteit Amsterdam; Autonomous University of Barcelona.
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Other services do not have this close connection with informal content, or
will be created from scratch using Semantic Web authoring tools. For example,
printing or compute cycle or storage services. In these cases the opposite need
is present: to document services for the human reader using natural language
generation.

Finally, tools and infrastructures for the Semantic Web on the one hand and
language technology on the other have so far remained largely independent from
each other, despite the fact that they share a number of components, namely
ontologies and reasoning mechanisms. HLT systems can benefit from new de-
velopments like the Ontology Middleware Module (OMM — an extension of the
SESAME RDF(S) repository, see [9]) which will enable HLT tools to index and
retrieve language data like annotations and gazetteers in RDF(S). It will also
enable the use of Semantic Web reasoning tools within HLT components.

To summarise, recent developments in the Semantic Web field have created
new opportunities and challenges for Human Language Technology.

In this position paper we discuss the role of HLT in closing the language loop,
provide brief overviews of state-of-the-art approaches to tackling some aspects of
the problem, and discuss a number of open issues that remain to be solved. The
paper is organised as follows. Section 2 provides an overview of relevant HLT
technologies. Section 3 focuses on automatic metadata extraction and document
annotation for the Semantic Web. Section 4 discusses language generation from
formal knowledge. Finally, Section 5 argues for the closer integration between
infrastructures for HLT and the Semantic Web.

2 The Role of HLT

The web revolution has been based largely on human language materials, and in
making the shift to the next generation knowledge-based web, human language

will remain key. Human Language Technology involves the analysis, mining and
production of natural language. HLT has matured over the last decade to a point

at which robust and scaleable applications are possible in a variety of areas, and

new projects in the Semantic Web area (e.g. SEKT —http://sekt.semanticweb.org)
are now poised to exploit this development.

Figure 1 illustrates the way in which Human Language Technology can be
used to bring together the natural language upon which the current web is mainly
based and the formal knowledge at the basis of next generation Semantic Web.

Information Extraction (IE) is a process which takes unseen texts as input
and produces fixed-format, unambiguous data as output. This data may be used
directly for display to users, or may be stored in a database or spreadsheet
for later analysis, or may be used for indexing purposes in Information Retrieval
(IR) applications. It is instructive to compare IE and IR: whereas IR simply finds
texts and presents them to the user, the typical IE application analyses texts
and presents only the specific information from them that the user is interested
in. For example, a user of an IR system wanting information on the share price
movements of companies with holdings in Bolivian raw materials would typically
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Fig. 1. Closing the language loop

type in a list of relevant words and receive in return a set of documents (e.g.
newspaper articles) which contain likely matches. The user would then read
the documents and extract the requisite information themselves. They might
then enter the information in a spreadsheet and produce a chart for a report or
presentation. In contrast, an IE system user could, with a properly configured
application, automatically populate their spreadsheet directly with the names
of companies and the price movements. The new challenge for IE is to populate
ontologies and generate metadata.

Natural Language Generation (NLG) is the inverse of IE: from structured
data in a knowledge base NLG techniques produce natural language text, tailored
to the presentational context and the target reader?. NLG techniques use and
build models of the context and the user and use them to select appropriate
presentation strategies. For example, deliver short summaries to the user’s WAP
phone or a longer multimodal text if the user is using their desktop. Similarly,
NLG techniques can use simpler terminology and explain unknown terms to the
naive user, while different terminology and text style is used for the expert user.
The new challenge for NLG is to generate texts from ontologies and metadata,
which requires the development of new NLG methods allowing easy portability
between domains, based on machine learning.

2 For an introduction to NLG see [12].
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3 From Language to Knowledge

3.1 Ontology-aware Information Extraction

Recently there has been work on using Information Extraction (IE) to help users
annotate (semi-)automatically Web pages with semantic content e.g., [10, 8]. The
user trains the IE tools by annotating manually some pages, until the system
can start suggesting annotations automatically. Then the user can continue to
train the system by correcting its errors and/or annotating missed information.
These annotation tools however do not provide the user with a way to customise
the integrated language technology directly. While many users would not need
or want such customisation facilities, users who already have ontologies with
rich instance data will benefit if they can make this data available to the IE
components.

The more serious problem however, as discussed in [8], is that there is often
a gap between the annotations and their types produced by IE and the classes
and properties in the user’s ontology. The proposed solution is to write some
kind of rules, such as logical rules, to achieve this. For example, an IE system
would typically annotate London and UK as locations, but extra rules are needed
to specify that there is a containment relationship between the two (for other
examples see [8]). However, rule writing of the proposed kind is too difficult for
most users and a new solution is needed to bridge this gap.

Therefore, the outstanding challenge is to develop tools to provide the user
with a way to customise the integrated language technology directly by connect-
ing the IE components to their ontology to make the tools sensitive to future
changes in the model and to bridge the gap between IE results and ontology
classes. This ontology-aware IE can be configured to provide a service that will
annotate any page relative to a particular ontology, so that software agents can
use IE services to find instances of concepts from their own models. This re-
moves some need to map between ontologies: the annotator extracts directly to
the user’s own ontology. The work will need to go beyond state-of-the-art by:

1. Developing support for learning with unlabeled data, adopting recent tech-
niques from within Data Mining, to extract maximum information from the
minimal manual input.

2. Developing hybrid adaptive IE tools, combining rule-based and machine
learning approaches and using reasoning services, to perform entity tracking
within and across documents.

3.2 Controlled Language IE (CLIE)

Creating formal data is a high initial barrier to entry for small organisations and
individuals wishing to make data available to semantic knowledge technology.
Part of the answer is in authoring tools, but it is also possible that the definition
of a controlled language for formal data description will lower this barrier sig-
nificantly. Building on controlled language MT work, IE for controlled language
analysis could achieve the high levels of accuracy necessary to make this viable.
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3.3 Semantic Reference Disambiguation

IE systems currently recognise particular entities and relations, but do not re-
solve them with respect to a given ontology of classes and instances as needed for
the Semantic Web. For instance, they recognise Cambridge as an entity of type
Location or City, but do not disambiguate it with respect to which real-world
entity it is, i.e., Cambridge in the UK or the US or some other new instance not
present in the ontology.

Therefore, existing coreference methods need to be extended with new al-
gorithms for semantic reference disambiguation. A variety of techniques can be
explored here. First, vector-space models can be used to detect whether the en-
tity in the text occurs in the same context as an instance in the ontology, as has
been done in work on cross-document coreference [2]. Another approach could be
to apply work on communities of practice from knowledge management [1] and
treat the problem as ensuring referential integrity of ontologies. A useful baseline
approach is to disambiguate to the most frequent instance as determined by a
reference corpus.

3.4 Quantitative Evaluation: Data, Tools and Metrics

An integral part of the development of machine learning approaches for IE is
the ability to perform automatic quantitative evaluation in order to measure
differences between different versions of the system and also allow comparative
evaluation with other approaches. Automatic quantitative evaluation of IE for
the Semantic Web requires: an annotated corpus, an evaluation metric and a
scoring tool implementing this metric. Existing corpora and evaluation metrics
for IE (e.g., those created for the Message Understanding Conferences [13]) are
not suitable for evaluating IE tools in the Semantic Web context, because these
corpora and metrics only detect very coarse-grained types of entities, without
a specific ontology, and without creating a reference between the entities and
events in the documents and those that occur in the target ontology.

The challenge is to create corpora and metrics suitable for evaluating the per-
formance of the IE tools specifically on annotating content relative to ontologies.
This will include evaluation along several dimensions:

— Detection of entities and events, given a target ontology of the domain.

— Disambiguation of the entities and events from the documents with respect
to instances in the given ontology. For example, measuring whether the TE
correctly disambiguated “Cambridge” in the text to the correct instance:
Cambridge, UK vs Cambridge, MA.

— Decision when a new instance needs to be added to the ontology, because
the text contains a new instance, that does not already exist in the ontology.

In order to achieve this, an evaluation corpus, annotated with the correct
ontological class and instance, is needed. The corpus needs to consist of two
parts — testing and evaluation part, so that the testing part can be used for
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system development and testing, while the evaluation one will be used as a
gold-standard for evaluation only.

In addition, new metrics for scoring are needed, in order to take into account
the nature of the task: for example, the use of ontologies means that correctness
is more of a scalar issue, rather than a binary one. The scoring tool needs to
automatically compare the system results with the human-annotated standard
and produce quantitative measures. In addition, there needs to be a regression
testing tool that enables tracking of the system’s performance over time, which
takes into account relations and distances in the ontology.

4 From Knowledge to Language

NLG can be applied to provide automated documentation of ontologies and
knowledge bases. Unlike human-written texts, an automatic approach will con-
stantly keep the documentation up-to-date which is vitally important where
knowledge is dynamic and is updated frequently. The NLG tools will also al-
low generation in multiple languages without the need for human or automatic
translation.

The main challenge posed for NLG by the Semantic Web is to provide tools
and techniques that are extendable and maintainable (the majority of existing
NLG applications can only be modified and extended by specialists). The most
promising avenue seems to be the development of novel approaches that combine
machine learning with advanced interactive tools for non-specialist users, in order
to enhance the adaptivity of NLG.

In addition, the NLG tools can provide context aware and personalised
profile-sensitive delivery using state-of-the-art methods for generation of per-
sonalised presentations, based on the automatically built user profiles [5]. These
methods can effectively summarise knowledge at the appropriate level of granu-
larity and present it in natural language.

Finally, the quantitative evaluation of some NLG methods also poses a chal-
lenge due to the lack of corpora, metrics, and evaluation tools [3].

5 Infrastructures, interoperability, and support

Existing HLT infrastructures, such as GATE [7, 6], while offering powerful capa-
bilities, are oriented towards specialists. However, HLT take-up in other fields,
like bioinformatics or knowledge technologies, is dependent on tools that offer
targetted support for non-experts to customise language processing facilities for
their specific domains and tasks.

In addition, a number of HLT fields, e.g., Information Extraction, can also
benefit from tools and resources developed in relation to these other fields. For
example, ontologies and reasoning services from the Semantic Web can be used
as part of the IE task, in order to produce Semantic Web content that is automat-
ically derived from existing data. Also, unsupervised Machine Learning methods



Semantic Web and HLT: Opportunities and Challenges 7

for Information Extraction need digital library resources such as gazetteers and
thesauri as a source of readily available training data. Therefore another chal-
lenge is to provide interoperation with these infrastructures and services, which
in combination will offer far more than any of them on their own.

Finally, infrastructural support for delivery of language processing technol-
ogy over the Grid and with Web services is needed, in order to parallelise slow
operations and to enable embedding of HLT in diverse Semantic Web applica-
tions.

The first steps towards providing interoperability between Semantic Web and
HLT infrastructures have been carried out as part of the open-source GATE HLT
infrastructure [4]. GATE has been extended recently to provide support for im-
porting, accessing and visualising ontologies as a new type of resource available
to language processing applications, such as IE. Much of this functionality is pro-
vided through the integration of the Protégé editor [11] within the GATE visual
environment. Ontology import/export is provided from/to DAML+OIL and the
formats supported by Protégé . In addition, the results of any IE application can
be exported for the Semantic Web in DAML+OIL format.

Another recent effort in this area is KIM — a Knowledge and Information
Management platform [4]. KIM offers an RDF(S) repository for storage and
management of both language and Semantic Web data, reasoning services, on-
tology editing and browsing, semantic query interface, and a browser plug-in for
document viewing/annotation.

However, a number of open issues are yet to be solved in this area, the
most important of which are helping non-expert users to customise the language
technology embedded in their applications and the delivery of HLT as Semantic
Web services.

6 Conclusion

This position paper motivated the need for Semantic Web enabled Human Lan-
guage Technology tools and discussed the major outstanding challenges in this
area. It introduced the idea of a “language loop” and showed how HLT can be
used to bridge the gap between the current web of language and the Semantic
Web. We also argued for a closer integration between HLT and Semantic Web
tools and infrastructures.

Progress in the development of the Information Society has seen a truly
revolutionary decade. Dot com crash notwithstanding, all our lives have been
radically changed by the advent of widespread public networking. We believe that
a new social revolution is imminent, involving the transition from Information
Society to Knowledge Society. SEKT aims to contribute to this revolution, and
to embed language technology at its heart.
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