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Abstract  
Rich News, a system that augments news broadcasts 
with textual content, is described. The system identifies 
individual stories in news broadcasts, and annotates 
them with related content from the World Wide Web. 
The web content is subsequently semantically 
analysed, and used to produce summary information 
for each news story. This content can then be delivered 
to users as part of an interactive television broadcast, or 
used to create semantically enhanced electronic 
programme guides. It also enables sophisticated search 
and browsing of news stories via a web interface. Rich 
News could be deployed either by broadcasters, or on 
digital video recorders in viewers’  homes, and allows 
the creation of new media experiences that integrate 
television and web content into one unified viewing 
experience. 
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1.  Introduction 
 
This paper demonstrates a system that allows enhanced 
modes of consuming television news, that have the 
potential to become widespread within 5-10 years. It 
describes the Rich News system that augments video 
content with material from the World Wide Web, 
allowing for the automatic creation of sophisticated 
semantically enabled electronic programme guides, the 
integration of web and video formats, and facilitating 
on demand access to television news. Media 
organizations such as the BBC have already introduced 
interactive news bulletins, delivered via digital 
television1, and the Rich News system can 
automatically create meta-data suitable for use in these 
services. Furthermore, Rich News produces semantic 
meta-data that allows for sophisticated search and 
browsing, improving access to on-demand television 
services. 

The Rich News system could be deployed either by a 
news broadcaster, and the meta-data then delivered to 
home users along with the television broadcast, or it 
could run in digital video recorders or set-top boxes in 

viewers’  homes. In home deployment of the system 
would enable on demand access, without the need for 
high bandwidth connections to users homes, as the 
broadcasts could be played from recordings on a digital 
video recorder. 

Rich News, annotates television news automatically, 
by associating documents found on the World Wide 
Web with each of the stories in a broadcast. This aids 
the creation of textual descriptions and summaries for 
the news stories, and allows for the creation of 
semantic annotations that can potentially form part of 
the Semantic Web (Berners-Lee et al, 2001). In 
addition, the automatic linking of web and multimedia 
content enables a new model of mixed-mode media 
consumption (Dimitrova et al, 2004), as viewers can 
find more in depth information about a story by 
viewing the associated web content. Previous work has 
adopted similar information extraction technologies 
(see for example (Przybocki et al, 1999; Maybury 
2003), but our work is novel in both the use of web-
based content augmentation and in the use of semantic 
annotation (Popov et al, 2004). 

The annotation process starts by first performing 
automatic speech recognition to achieve a rough 
transcript for each programme, and then analyzing this 
transcript to determine the boundaries between the 
various news stories that it describes. Rich News then 
associates pages from the BBC web site with each 
news story. These web pages are a form of meta-data in 
themselves, but they can also be used to create titles 
and classifications for individual news stories. The 
KIM Semantic Annotation Platform is used to find 
entities in the web pages, which are then annotated 
with semantic classes, allowing the stories to be 
indexed and queried in much more flexible ways than 
if text search alone were used. Most of the system, 
including parts of KIM, was developed using the 
GATE natural language processing architecture 
(Cunningham et al, 2002) which allowed rapid 
development, because many pluggable components 
were already available, and which facilitated the 
modular design of the system, making it easy to 
develop and maintain.  

The overall annotation system can be divided into the 
seven modules shown in Figure 1. It takes a media file 
as input and produces a GATE document containing 



meta-data for each news story in the input file. At 
present Rich News is used to allow on demand access 
to individual news stories, via a web-based search and 
browsing interface, and the stories are played from 
locally stored recordings. However, a television 
company could send the web content as part of an 
interactive broadcast, or use it to create electronic 
programme guides with enhanced search and browsing 
capabilities. 

 

 

Figure 1: Architecture of Rich News Annotator . 
 
 
2.  Speech Recognition 
 
Speech recognition was achieved with the THISL 
speech recognition system (Robinson et al, 1999; 
Renals et al, 2000), which uses the ABBOT 
connectionist speech recognizer Robinson et al (1996). 
This system was optimized specifically for use on BBC 
news broadcasts, by customizing the pronunciation 
dictionary, and training the language model on over 
100 million words of news text. The speech recognizer 
does not mark punctuation in the transcripts it 
produces, and all words are output in lower case. 
However, it marks pauses as <s> or <SIL>, depending 
on length, and these are a good indicator of sentence 
breaks. 

one of the few things that could undermine that <SIL> 
as being a <SIL> heavy duty criminal activity and squire 
of class he dropped the more damage and roads that are 
<SIL> that could have brought her <SIL> from 
everything handing back their own making <s> i think 
today's action <SIL> has given a community confidence 
that does not want to be the case <s> and presumably 
bob 

Figure 2: Example of the Speech Recognizer ’s 
Output. (The story repor ts police operations against 
drug dealers, <s> and <SIL> mark shor t and long 

silences respectively.) 

3.  Topical Segmentation 
 
Once an ASR (automatic speech recognition) transcript 
has been produced, the next stage is to try to segment 
this into individual news stories. There is a 
considerable literature concerning methods for 
segmenting both textual documents and audio and 
video material by topic. Most approaches to topical 
segmentation of media have been based on an analysis 
of the language used in the broadcast, but sometimes 
this has been in conjunction with cues from non-textual 
sources, such as an analysis of the television picture 
and the captions that appear on it (Chaisorn et al, 2003; 
Merlino et al, 1997). 

Segmentation based on the language occurring in a 
broadcast can be achieved by identifying text that is 
indicative of boundaries between stories (such as ‘back 
to the studio’ ) (Merlino et al, 1997), or by comparing 
the lexical similarity of nearby parts of the transcript. 
(Sections about the same story will tend to repeat the 
same words). However, most such approaches are 
trained on large training corpora (several million 
words), in which story boundaries are marked (Franz et 
al, 2003; Mulbregt et al, 1998; Kehagias et al, 2004). 
This created a problem for the case of BBC news, 
because no such corpus of BBC news programmes was 
available for training and NLP systems do not 
generally perform well if the data on which they are 
trained is not similar in topic and structure to the data 
on which they are applied. 

Therefore it was decided to attempt segmentation with 
a technique that did not require training data, as this 
would make the segmentation system easier to develop, 
and would not restrict it to one particular genre or 
programme. Several segmentation systems have been 
developed that segment using measures of lexical 
cohesion (Kan et al, 1998; Jurafsky and Martin, 2000). 
A comparison is made of the extent to which 
neighbouring parts of the text contain the same words, 
which is a good indicator of whether they are about the 
same story. Such methods segment based on an 
analysis of the text as a whole, rather than just the text 
at story boundaries, and so should be relatively robust 
even when words at topic boundaries have been 
misrecognised. 

It was therefore decided to proceed using such an 
approach, and the specific segmentation algorithm used 
was the C99 segmenter (Choi, 2000), which calculates 
the similarity between parts of a text using the cosine 
measure (see for example Jurafsky and Martin (2000)), 
and which can automatically decide how many 
segments a text contains. Kehagias et al (2004) report 
that C99’s performance was not greatly below that of 
their own segmenter, which relied on training data, and 
which they claimed achieved the highest performance 
of any segmenter reported in the literature. (C99’s 
performance on the test corpus used by Kehagias et al 
was 13.0% in terms of Beeferman et al’s Pk metric 
(Beeferman et al, 1999), compared to 5.38% for their 
own algorithm. Lower Beeferman scores indicate 
higher performance.) 
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C99 has been found to work well on the BBC news 
programmes, though it often fails to create separate 
topical segments for very short stories (which are 
sometimes covered in only one or two sentences). 
Headlines also create a problem, as C99 will often 
break these into topical segments in a fairly arbitrary 
manner, usually resulting in several stories appearing 
in each topical segment. However, we will see below 
that the document matcher can compensate for some 
such errors. 
 
 
4.  Key-phrase Extraction 
 
Once the segmenter has segmented the ASR transcript, 
the next stage is to find key words or phrases that are 
representative of each story. Most of the key-phrase 
extraction software reported in the literature (Jin and 
Hauptmann, 2002; Turney, 2002) relies on genre-
specific training data in which suitable key-phrases are 
already marked. However, no such training corpus was 
available for BBC news, and so a simple system based 
on the term frequency inverse document frequency 
(TF.IDF) measure of Frank et al (1999) was 
implemented. This identifies words and phrases that 
occur more commonly in the stories than they do in the 
text as a whole, and was customised for BBC news by 
training on ASR transcripts of 13,353 news broadcasts. 
 
 
5.  Search of the Web for  Related Documents 
 
The purpose of extracting key-phrases was so they 
could be used to search for web pages reporting the 
same story on the BBC web site. Searches were 
conducted using Google, which was accessed via the 
Google Web API2. Searches were restricted to the news 
section of the BBC web site, by adding the term 
site:news.bbc.co.uk to each search. The searches were 
restricted only to the day of broadcast, or the day 
before, by adding a term specifying either of these 
dates in the format that they appear on BBC news web 
pages, for example "1 December, 2004" OR "30 
November, 2004". Besides the site and date terms, key 
phrases were also added to the queries. (1) gives one 
example of a complete search term, which concerned a 
story about UK government preparations for a possible 
terrorist attack involving smallpox. Multiple searches 
were performed for each story using different key 
phrases in order to maximise the chances of obtaining a 

matching web pages, and for each search, the first three 
URLs returned by Google were retrieved. 

(1) site:news.bbc.co.uk "3 December, 2002" OR "2 
December, 2002" "smallpox " "vaccination " 

A document matching component then loads the pages 
found by Google and compares their text to that of the 
ASR transcript of the story until one is found that 
matches sufficiently closely. This web page is then 
associated with the story, and a title, summary and 
section extracted from meta HTML in the web page. 
Sections of the broadcast that correspond to headlines, 
or which contain more than one news story, will not 
match any web pages, and so will usually not be 
associated with any meta-data, hence compensating for 
errors made by the topical segmenter, and improving 
the overall precision of the system. 
 
 
6.  Manual Annotation 
 
Rich News is not always successful at finding web 
pages for all stories, and sometimes the segmentation is 
not completely accurate, so Rich News allows 
corrections to be made, and missing meta-data added, 
using the ELAN linguistic annotator (Brugman and 
Russel, 2004), shown in Figure 4. Such correction 
could be undertaken by a media company prior to 
broadcast (so long as the broadcast is not live), but is 
clearly not suitable if the system is deployed in 
viewers’  homes. However, so long as the viewer is 
prepared to tolerate some inaccuracy or omissions in 
the final system, this stage can be omitted. 
 
 
7.  Story Index Document Creation 
 
For each story in the broadcast for which a matching 
web page has been found, a GATE document is 
created, containing the main content text of the web 
page, its URL, and the summary and section 
information extracted from it. In addition, the URL of 
the media file containing the original broadcast, the 
start and end times of the story, and information about 
the channel and date on which the programme was 
broadcast, are added. These documents can then be 
used to index the broadcast in search or browsing 
systems or to create a detailed electronic programme 
guide, or could provide additional content during the 
broadcast. 
 



 

Figure 4: Editing Annotations on a Television Broadcast. 

Figure 3: An Example of a Story Index Document that has been annotated by KIM,  
displayed in the GATE GUI. 



8.  Semantic Annotation 
 
In order to allow for more sophisticated searching 
through and browsing of news stories, the textual meta-
data that earlier components had produced was 
enhanced through the addition of semantic annotations. 
This was achieved using the KIM knowledge and 
information management platform (Popov et al, 2003). 
KIM produces meta-data for the Semantic Web 
(Berners-Lee, 2001) in the form of annotations with 
respect to a basic upper-level ontology called 
PROTON3. This ontology consists of three modular 
layers that contain categories for the most common 
types of entities (such as people, companies, and cities 
– in the Top ontology module), as well as more specific 
ones (in the Upper ontology module). KIM identifies 
entities in texts both by looking them up in predefined 
lists, and by making shallow analyses of the text 
(Mulbregt et al, 1998). Because of the poor quality of 
the ASR transcripts, KIM was not able to annotate 
them effectively, so it was applied to the associated 
web pages instead - a medium on which the 
performance of KIM exceeds 90% (measured in terms 
of average F1 score) (Kiryakov et al, 2005). An 
example of a story index document that has been 
annotated by KIM is shown in Figure 3. 
 
 
9.  Search and Retr ieval of Broadcasts 
 
One of the applications of Rich News is to enable 
access to television news reports via a search interface. 
This is similar to Maybury’s Broadcast News 
Navigator (Maybury, 2003), but KIM’s annotation and 
Web UI (Figure 5) components not only allow for 
simple text searches, but also for semantically 
enhanced ones. So, for example, if we wanted to search 
for a person whose last name was Sydney, we could 
specify that only entities annotated as person, or as 
some ontological sub-class of person (such as woman) 
were to be considered. This would prevent references 
to the city of Sydney being returned, which are far 
more numerous than references to people called 
Sydney.  

 

Figure 5: Searching for  an Organization with the 
KIM Web UI . 

Figure 6 shows the result of a search where a 
description of the news story is displayed. Clicking on 
the UNIQUE_URL hyperlink would open a media 
player window to play the news story. These story 
description documents could also be used to make a 
single HTML document describing a news broadcast, 
which a viewer could choose from in order to play 
individual news stories in any order that they might 
decide to. The use of Rich News in this way requires 
that the news programmes be recorded and saved 
locally on a computer disk, so that they can be played 
on demand. This functionality could be produced by 
incorporating Rich News into a digital video recorder, 
or it could be provided over the internet, as long as 
sufficient bandwidth is available for the transmission of 
video data. 

 

Figure 6: A Story Found by the KIM Web UI . 
 
 
10.  Evaluation of the Rich News Annotator  
 
An evaluation of Rich News Annotator with respect to 
four and a half hours of BBC news output was 
performed. This comprised nine half hour news 
broadcasts, which contained a total of 66 news stories. 
It was found that 92.6% of the web pages found 
reported the same story as that in the broadcast, and the 
remaining ones reported closely related stories. 
However, web pages were found for only 40% of the 
stories, but work is in progress to improve on this by 
complementing the search of the BBC web site with 
searches of other on-line news sources, increasing the 
probability of finding a related web page. The stories 
that were missed by the annotator were usually those 
that consisted of only one or two sentences, and they 
were not always reported on the BBC web site, 
suggesting that these stories were of lesser importance. 
 
 
11.  Future Developments 
 
While Rich News is a complete, fully functional 
system at present, it will remain under development for 
some time. While the individual components it 
contains all function well enough for acceptable results 
to be produced, all of them could clearly be improved. 



The biggest single improvement in the overall system 
would result if the quality of the speech recognition 
could be improved. However, the speech recognition 
component used is already state of the art, and it is not 
clear that significantly better speech recognition 
systems will be available in the near future, so it is 
more likely that improvements will have to be made in 
other areas. One option would be to replace this 
component with one that captures teletext subtitles 
(closed captions). These are available for most, but not 
all, BBC news output, and are generally of a higher 
quality than the current speech recognition output, 
although they also contain a considerable number of 
errors and omissions. This is the approach used by 
some other news indexing systems, including the 
Broadcast News Editor (Merlino et al, 1997), and the 
recently launched Google video search4. 

The story segmentation component could be improved 
by basing the segmentation on a semantic analysis of 
the meaning of the words in the ASR transcripts, rather 
than on the words directly. This can be done using 
Latent semantic analysis, and has been shown to 
considerably improve segmentation performance (Choi 
et al, 2001; Brants et al, 2002). As many of the failures 
of the present system result from segmentation errors, 
any such improvement to the segmentation component 
could be expected to make a significant improvement 
to the performance of the system as a whole. A similar 
semantic analysis procedure might also help to improve 
the key-phrase extractor and the document matcher 
components.  

In previous work on annotating sports video (Saggion 
et al, 2003) we found that merging redundant results 
from multiple sources improves performance, so future 
work will apply this approach in Rich News by using 
on-line newspapers in addition to the BBC web site. 
This would also provide an enhanced experience for 
the viewer, as they would then receive news from 
multiple sources. Furthermore, the system could be 
developed to automatically integrate multiple news 
broadcasts and then deliver them to the viewer as a 
unified whole, in much the same way as meta-media 
systems do at present for on-line news services5. The 
addition of personalization to such a service would 
allow viewers to create custom news channels 
focussing on topics of interest, by combining relevant 
stories from all available news broadcasts. Another 
option would be to identify programmes which explore 
the issues reported in the news in more detail, and 
deliver the times that these programmes will be 
broadcast along with the news programmes. These are 
just a few of the various ways in which the data 
produced by Rich News could be used, some of which 
operate in a fairly interactive ‘ lean-forward’  mode, 
such as the search interface of section 0, and others 
which allow for a more passive ‘ lean-backward’  
consumption of the material, such as the proposed 
custom news channels. 
 
 

12.  Conclusion 
 
Rich News addresses the problem of how to produce 
meta-data for augmented interactive news broadcasts, 
and how to improve on-demand access to news stories. 
At present, interactive news services typically contain 
very little additional content, due largely to the high 
cost of producing such material, and the need to 
produce it in time for the broadcast. Rich News solves 
these problems in a fully automatic way, and facilitates 
the integration of web and television content. The 
hardware necessary for the deployment of Rich News 
is already available, so it is likely that such systems 
will come into widespread use within in the next few 
years. 
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