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Abstract

This paper motivates the need for Se-
mantic Web enabled language tech-
nology tools and introduces a set of
freely available, customisable compo-
nents which integrate data about lan-
guage with Semantic Web data in the
form of ontologies. We also argue
for a closer integration between Nat-
ural Language Processing (NLP) and
Semantic Web tools and infrastructures
and present an integrated platform for
knowledge and information manage-
ment, that uses RDF to encode and store
language data and resources.

1 Introduction

The Semantic Web aims to add a machine
tractable, repurposeable layer to compliment the
existing web of natural language hypertext. As
part of this, a number of standards like RDF and
DAML+OIL have been developed. In this paper
we show how they have been used to create Se-
mantic Web-enabled, open source language pro-
cessing tools that: (i) integrate data about lan-
guage with Semantic Web data, e.g. in the form
of ontologies; (ii) are robust across genres and
domains; (iii) can easily be embedded in other
applications (via a Java component model and a
mature class library); (iv) are freely available as
open source. This work builds upon and extends
GATE, a General Architecture for Text Engineer-
ing, which provides a well-established infrastruc-

ture for building and maintaining language tech-
nology tools.

We also argue for a closer integration between
Natural Language Processing (NLP) and Semantic
Web tools and infrastructures. In order to lower
the integration overhead and allow NLP tools to
benefit from ontologies and reasoning services, we
have started the development of a common Knowl-
edge and Information Management (KIM) plat-
form, with a specific focus on (semi-)automatic
annotation and ontology population for the Se-
mantic Web, using Information Extraction (IE)
technology. As part of this effort we have provided
support for RDF-encoded language resources and
are using Sesame, an RDF repository for storage,
maintenance, and reasoning with RDF(S) data.

In Section 2 we introduce the GATE1 tools used
in this work, focusing on the way GATE now pro-
vides access to existing ontologies2 in common
formats, visualization/editing of ontologies, and
creation of ontology-aware NLP modules. Sec-
tion 3 shows how language resources can be made
ontology aware. They also allow users to make
available instance data from their Semantic Web
ontologies to the NLP modules (see Section 4. The
KIM platform is discussed in Section 5.

1Work on GATE has been supported by the Engineer-
ing and Physical Sciences Research Council (EPSRC) un-
der grants GR/K25267 and GR/M31699, and by several
smaller grants. The third author is currently supported by the
EPSRC-funded AKT project (http://www.aktors.org) grant
GR/N15764/01.

2An ontology is a specification of a conceptualization
(Gruber, 1993).



2 Overview of GATE

GATE3 (a General Architecture for Text Engineer-
ing) is a well-established infrastructure for cus-
tomisation and development of NLP components.
In brief, GATE (Cunningham et al., 2002a; May-
nard et al., 2002) is a robust and scalable infras-
tructure for NLP, which allows users to focus on
the language processing tasks, while mundane is-
sues like data storage, format analysis, and data
visualisation are handled by GATE itself. In or-
der to deal with the problem of handling a variety
of linguistic formalisms in a common framework,
GATE has adopted a theory-independent annota-
tion format. It is a modified form of the TIPSTER
format (Grishman, 1997), is largely isomorphic
with the Atlas format (Bird and Liberman, 1999)
and successfully supports I/O to/from XCES and
TEI (Ide et al., 2000).4 An annotation has a type, a
pair of nodes pointing to positions inside the doc-
ument content, and a set of attribute-values, en-
coding further linguistic information. Attributes
are strings; values can be any Java object. An an-
notation layer is organised as a Directed Acyclic
Graph on which the nodes are particular locations
in the document content and the arcs are made out
of annotations. All the markup contained in the
text used to create the document content is auto-
matically extracted into a special annotation layer
and can be used for processing or for exporting the
document back to its original format.

The annotations associated with each language
resource (e.g., document) are a structure cen-
tral to GATE, because they encode the lan-
guage data read and produced by each language
processing module. GATE also supports ex-
port back to the resource’s original format (e.g.,
SGML/XML/HTML).

2.1 Ontology Support in GATE

Recently, Semantic Web developments have in-
creased the need for NLP applications like Infor-
mation Extraction, because automatic processing
is vital to the task of managing and maintaining
access to online information. Such applications,

3GATE and its IE tools are freely available, under the
GNU Library License, from http://gate.ac.uk.

4The American National Corpus is using GATE for a large
TEI-based project.

Figure 1: The Protégé ontology editor integrated
within the GATE environment

however, require connection to appropriate ontolo-
gies and could benefit from language resources
and data being represented in a format compatible
with the Semantic Web, e.g., RDF.

Therefore, GATE has been extended recently to
provide support for importing, accessing and vi-
sualising ontologies as a new type of resource.
Much of this functionality is provided through
the integration of the Protégé editor (Noy et al.,
2001) within the GATE visual environment (see
Figure 1). We also developed GATE-specific
ontology-visualisation facilities, because they fa-
cilitate the process of developing and testing
ontologically-aware NLP components (see Sec-
tion 3). Ontology import/export is provided
from/to DAML+OIL.

The advantage of providing support for ontolo-
gies within GATE is that the various NLP mod-
ules only need one, uniform way of accessing on-
tologies (i.e., a common API), regardless of their
original formats. This is similar to the way in
which GATE transparently supports handling mul-
tiple document formats, thus enabling the modules
to run on a large variety of texts, without their
developers having to implement I/O methods for
each data format in each NLP module.

2.2 Generating Semantic Web annotations

In order to allow NLP modules to produce results
in a Semantic Web-compatible format, we imple-
mented a DAML+OIL exporter. It takes as input



the user’s ontology (see Figure 25) and the types
of annotations to be exported (e.g., Person, Orga-
nization). The exporter is implemented as a GATE
processing resource, which means that it can be
made part of any GATE NLP application and ex-
port its results for the Semantic Web. As shown
in the figure, entities with different names (e.g.,
Mr. Bush and President Bush) are handled us-
ing daml:sameIndividualAs. The decision
whether or not two names refer to the same en-
tity is handled by GATE’s coreference resolution
modules (Dimitrov et al., 2002). Apart from han-
dling coreference between named entities, GATE
also resolves pronoun and nominal mentions (e.g.,
he, the president), using compatibility restrictions
from the ontology when choosing the right an-
tecedent. For example, since bank is a kind of
Company, then it cannot refer to entities of kind
Person.

3 Ontology-aware gazetteers

To illustrate how NLP applications can benefit
from Semantic Web knowledge, made available
through GATE from a given ontology, we will take
a gazetteer as an example, show how it has been
connected to an ontological resource, and how this
enriched information can be used in later process-
ing tasks (e.g., named entity recognition gram-
mars and coreference resolution) to improve their
performance. A gazetteer module is frequently
used in NLP applications such as Information Ex-
traction (IE), in order to annotate occurrences of
phrases in text, given lists of such phrases and their
type (e.g., first names, cities, name indicators like
Mr. and Ltd.). However, the problem is that typ-
ically the types of these phrases is determined in
an ad hoc fashion by the system developer, so it is
not possible to perform any reasoning about rela-
tions between these types e.g., that since compa-
nies are organizations, then all phrases annotated
as companies are also organizations and can be re-
ferred to as such. Therefore, later modules like
coreference resolution, cannot directly use this in-
formation, but have to rely instead on their own
module-specific domain ontology. This leads to
duplication of knowledge in the NLP modules and

5The ontology used in this example is the one shown in
Figure 3.

makes their updating and use of third-party ontolo-
gies very difficult, since it has to be done for each
module separately.

These problems can be solved by having an
ontology-aware gazetteer, which treats the phrases
as instances of concepts from a given ontology, so
later language processing modules can access the
same ontology and perform reasoning with the in-
formation produced by the earlier gazetteer mod-
ule, e.g., to obtain the semantic distance between
two such concepts. In this way, ontologies become
shared resources, just like lexicons.

The new gazetteer is not tied to any specific
ontology and could be used with other ontology
management systems, since the ontologies man-
agement within GATE is separate from the NLP
modules which use it. Like all other GATE com-
ponents, the ontologies and the processing mod-
ules which use them can easily be used outside
GATE, standalone or as a part of another appli-
cation (e.g., GATE modules have already been
integrated within Protégé to support the knowl-
edge acquisition process by annotating automati-
cally texts with information about companies, per-
son names, dates, etc.).

The main issue is connecting concepts from the
ontology and their instances to the gazetteers used
for NLP. This is beneficial, because the process of
editing gazetteer entries becomes part of ontology
maintenance. The other advantage is that it en-
ables the NLP components to annotate automati-
cally in the texts the instances already available in
the user’s ontology.

In GATE the user can view the ontology and
all the instances are shown in a separate window
where they can be edited. The user can also spec-
ify how they are connected to the gazetteer’s se-
mantic classes, which are required by the subse-
quent components. Figure 3 shows the ontology
with all instance names displayed on the right in
a list format, which is used to markup automat-
ically their occurrences in the texts. There can
be more than one list of instance names per con-
cept, as shown in the figure. In this way, lists pro-
vided with the GATE system can be used simulta-
neously with lists derived from the instances in the
user’s ontology. In cases where text is annotated
as matching a gazetteer list entry coming from the



Figure 2: The DAML+OIL annotations generated by the system

ontology, the annotation also provides information
about its ontological class and the URI of the on-
tology itself. Using this information, subsequent
language processing modules can query the ontol-
ogy for reasoning purposes.

For example, if the user has a set of companies
that they work with entered as instances in their
ontology (e.g., mySupplier Inc.), that infor-
mation will be used by the ontologically-aware
gazetteers to annotate automatically all mentions
of these companies in the text as having a class
Company. With the default gazetteers the IE tools
will recognise mySupplier Inc. as an Or-
ganization, while with the extra information
about their ontological class, introduced via the
gazetteer, it will be classified correctly as an in-
stance of Company. Later NLP modules can then
reason about it as either a Company, or Organiza-
tion, or any of their super-classes.

As mentioned above, the OntoGazetteer also al-
lows lists of entities provided with GATE (e.g.,
countries, cities) to be mapped to their correspond-
ing class in the user’s ontology (see Mapping
definition, Figure 3). Similar to the above ex-
ample, the ontological information is used by the

later NLP modules and then during DAML+OIL
export. For example, if the list of countries is
mapped to the Country class in the ontology (see
Figure 3), then instances like United States
will be classified as countries, instead of the more
general type Location. In order to see the dif-
ferences, compare the DAML+OIL output in Fig-
ure 2 (without ontology mapping) and in Figure 4
(with mapping shown in Figure 3).

4 Use of Ontological Information in
Other NLP components

4.1 Anaphora resolution

GATE has light-weight coreference resolution
modules that identify coreferring names, pro-
nouns, and nominal phrases. The algorithms are
restricted first to identify only phrases which could
refer to named entities and then try to resolve
them; they are not general purpose anaphora res-
olution modules. The information from the on-
tology is used in order to verify whether two en-
tities have compatible ontological types. For ex-
ample, let us assume that we have the text: “Gor-
don Brown met president Bush during his 2 day



Figure 3: Connecting the user’s ontology to the GATE gazetteers

visit. Afterwards the Chancellor said...” In this
case, Gordon Brown and Bush are recognised as
persons and puts them as instances in the ontology.
Then the nominal resolution module has to resolve
president and since it appears as a title before a
person’s name, this is easily resolved as coreferent
to Bush and the ontology is updated with the corre-
sponding information. Next Chancellor has to be
resolved. If only recency and ontological compat-
ibility are used, then it will wrongly be resolved as
referring to Bush, because this is the most recent
entity of type Person. However, using the updated
information from the ontology it is also possible to
check that Bush is also a president and presidents
cannot be also chancellors (more generally, peo-
ple have one profession at a time). Therefore, the

ontology enables the use of (simple) reasoning to
perform anaphora resolution.

4.2 Processing using the ontology

GATE has an easy-to-understand, flexible pattern
action language called JAPE (Java Annotations
Pattern Engine) (Cunningham et al., 2002b). JAPE
rules describe patterns to match and annotations
to be created as a result. JAPE provides finite
state transduction over annotations based on regu-
lar expressions. A JAPE grammar consists of a set
of phases, each of which consists of a set of pat-
tern/action rules, and which run sequentially. Pat-
terns can be specified by describing a specific text
string, or annotations previously created by mod-
ules such as the tokeniser, gazetteer, or document



Figure 4: DAML+OIL export using the ontological information

format analysis. Rule prioritisation (if activated)
prevents multiple assignment of annotations to the
same text string. For example, the following rule
specifies that one or more words, starting with an
uppercase letter, followed by a company designa-
tor, should be annotated as an organisation.

Rule: OrgXKey (
({Token.kind == word,

Token.orth == upperInitial})+
{Lookup.type == cdg}

) :orgName -->
:orgName.Organization

The Lookup annotations are created by the
gazetteer lookup module, discussed above. In
the case when ontological information is avail-
able from the gazetteers, it can be used in order
to assign the proper ontological class. For in-
stance, company designators are specified in the
ontology as cue words indicating instances of class
Company, therefore using this information annota-
tions created by this pattern can be classified more
specifically as companies, instead of the more gen-
eral class Organization.

We are planning to extend the JAPE engine to
take into account subsumption relations in the on-
tology when doing the matching on the left-hand
side. So for example, a rule might look for an or-
ganization followed by a location, in order to cre-
ate the locatedAt relationship between them.
If JAPE takes into account subsumption, then the
rule will automatically apply to all sub-classes
of Organisation, e.g., Company, Govern-
mentOrg.

5 Towards a Knowledge and Information
Management Platform

Tools and infrastructures for the Semantic Web on
the one hand and language processing on the other
have so far remained largely independent from
each other, despite the fact that they share a num-
ber of components, namely ontologies and rea-
soning mechanisms. For example, NLP systems
can benefit from new developments like the On-
tology Middleware Module (OMM) - an extension
of the SESAME RDF(S) repository, see (Klein et
al., 2002)) which will enable NLP tools to index
and retrieve language data, e.g., annotations, and
language resources, e.g. gazetteers, in RDF(S). It
will also enable the use of Semantic Web reason-
ing tools within NLP components.

In order to lower the integration overhead and
allow NLP tools to benefit from such ontologies
and reasoning services, we have started the de-
velopment of a common Knowledge and Informa-
tion Management (KIM) platform, with specific
focus on automatic annotation and ontology popu-
lation for the Semantic Web, using IE technology6 .
KIM combines GATE and Sesame/ OMM and al-
lows the NLP modules to create annotations re-
lated to a formal ontology of classes and instances,
expressed in RDF(S) (or another compatible lan-
guage). The annotations associated with each doc-
ument are stored in Sesame and documents can
be browsed based on these annotations, e.g., find-

6For further information about KIM see
http://www.ontotext.com/KIM/index.html.



ing all companies established in 1999 in Delaware,
US. Language resources used by the NLP modules
can, if chosen, also be stored in Sesame as RDF,
for improved inter-operability.

5.1 RDF-based Browsing of
(NLP-)Annotated Documents

As discussed in Section 2, the NLP modules
in GATE use annotations associated with doc-
uments as means to receive input data from
previous modules and produce their output
results. These annotations can be related to
an RDF resource by specifying its URI as
part of the annotation, e.g., class and instance
information for a given ontology is encoded
as features on the annotations such as class=

http://www.ot.com/kim/kimo.rdfs#Person

and inst = http://www.ot.com/kim/kimo.rdfs

#Person.13671.
KIM has a component called KIM Explorer

which enables the browsing of instance informa-
tion in RDF(S) ontologies from the semantically
annotate documents, indexed in Sesame. For each
entity the explorer presents (i) the most specific
classes it belongs to, (ii) its properties and rela-
tions to other entities, and finally (iii) the entities
related to it. All the other entities are hyperlinked,
so, they can be explored further. The abstractions
over the ”native” RDF(S) representation include:

� the resources are presented with their labels,
rather than URIs;

� number of “auxiliary” properties are filtered
out.

Since the KIM Explorer pane (see Figure 5) pops
up when a hyperlink from an annotation in the
text is followed, it provides a smooth transition
from the text to the formal knowledge available
and back. In effect, KIM not only offers (semi-
)automatic document annotation with Semantic
Web content, using IE, but it also provides a way
to navigate the document collection using the RDF
annotations.

5.2 Storing Language Resources as RDF

KIM provides means for storing and accessing
language resources in RDF and Sesame. Due to

Figure 5: The KIM Explorer showing information
about Insbruck

space limitations, here we will discuss how the
ontology-enabled gazetteers were changed to use
only RDF, instead of having some of the lists en-
coded in GATE’s own format. In order to sup-
port language data, the KIM ontology was ex-
tended with a special class, called Language Re-
source, which has a number of subclasses encod-
ing the different types of data that exist in the
gazetteer lists. By storing all gazetteer informa-
tion as RDF we dispense with the need to have
lists in a GATE-specific format and make it eas-
ier for other applications to use this information,
independent of GATE. The mapping definitions
specify which classes from the ontology should be
used by the gazetteer module - they can be either
under LanguageResource or any other class, e.g.,
Company, which is a kind of Entity. The gazetteer
module itself was modified to load all instances
of the specified classes and also all instances of
their subclasses, by querying Sesame which stores
them. Once loaded in memory, the actual gazetteer
lookup is performed as before and the appropriate
class and instance information is associated with
the annotations, exactly in the same way as in the
ontology-aware gazetteers discussed in Section 3.
The difference between the two gazetteer modules
is whether or not all the information is stored as
RDF. If the application wants to keep using some
already existing lists, without converting them to
RDF, then it uses the onto-gazetteers, which pro-
vide the ontological information but do not store
the entries themselves as RDF. Other applications
which want to have fully RDF-based resources use
the RDF-aware gazetteer module.



6 Conclusion

In this paper we showed how NLP modules can
be made aware of the user’s ontology, so they can
take into account available instances and also pro-
duce annotations which are more directly related
to the given ontology. We also discussed the need
for closer integration between the language pro-
cessing and Semantic Web tools in general and
proposed a Knowledge and Information Manage-
ment platform. KIM offers an RDF(S) reposi-
tory for storage and management of both language
and Semantic Web data, reasoning services, ontol-
ogy editing and browsing, Web crawler, semantic
query interface, a browser plug-in for document
viewing/annotation. The main goal of KIM is to
provide automatic annotation of Web documents
with Semantic Web data, based on Information
Extraction. Therefore our efforts so far have been
mainly focused on providing RDF support for IE
modules. Further work will broaden this support
towards new types of language resources, e.g., lex-
icons. We hope that this extension will be made
easier by the XML and RDF-based standards for
language resources currently being developed (Ide
and Romary, 2002).

By making GATE’s IE modules – the
gazetteers, named entity recognition grammars,
and anaphora resolution modules – Semantic
Web-enabled, we have allowed the automatic
creation of RDF-annotated documents. The
annotations contain information about the ontol-
ogy being used, the class, and instance (where
available), thus making it possible to support
emerging standards for RDF-based annotation of
IE data, such as those being developed for named
entities (Collier et al., 2002). Currently the IE
results can be exported for the Semantic Web
as DAML+OIL, using GATE’s exporter module.
The exporter will be extended to support the
relevant standards when they are finalised.
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